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ABSTRACT - Cacao’s diversified value as food and non-food ingredient increased its demand both in local and global markets; however,
the presence of diseases affects its production. Identification of plant diseases is an important means of preventing losses in the yield and
quantity of any agricultural crop, such as cacao. Manual means of identification and monitoring of diseases in cacao leaves is the common
route, however, this requires a tremendous amount of work, expertise in plant diseases, and excessive processing time. Hence, an image
processing technique in detecting cacao plant diseases through its leaves is presented in this paper. The cacao plant disease detection is
conducted through the use of convolutional neural networks (CNN). The pre-trained CNN model, specifically the VGG19 model, is used as a
feature extractor and classifier. Diseases under test are Swollen shoot, VSD (Vascular-Streak Dieback), and Witches Broom, in addition to
healthy cacao leaves. Experimental results in this research show that the VGG19 model has achieved an accuracy of 88.75% for classifying
cacao diseases through its leaves. The leaf-based classification via image processing of plant diseases in cacao could help farmers in early
detection and intervention. However, an increased accuracy would be more viable if the number of images collected will be increased.
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1. INTRODUCTION
Cocoa beans harvested from cacao plants are the main
ingredient in the production of chocolate. Other than the
chocolate industry, cocoa is gaining popularity in cosmetics
and pharmaceutical industries because of its varied nutritional
benefits; paving the way for broader market opportunities,
and increasing further the supply and demand gap of cocoa
beans in both local and global markets [1].
Despite the average increase of 2,743 ha per year from 2013
to 2020 in cacao production, supply is still considered low
due to increased market demand, lack of knowledge of cacao
growers, and most specifically, high mortality of planting
material attributed to the presence of cacao diseases [1].
Cacao diseases contribute to more than a third of the potential
crop, resulting in a decline in production as well as a
reduction in the quality of beans in almost all the cacao-
producing areas in the world [2]. Diseases in cacao plants
reduces yield by 20% or 1.3 million tons of beans in 2012 [3].
The cocoa economy is under threat because of diseases that
pose serious constraints to cocoa production [4].
Important cacao diseases are Vascular Streak Dieback (VSD)
[5-8] which is characterized by yellowing of leaves [9];
Swollen-shoot Virus (CSSV) [10-13] characterized by red
vein-banding in young leaves which may be followed by vein
clearing or chlorosis along the veins [14]; and Witches'
Broom [12, 15] characterized by formation of abnormal
stems, flowers and pods [16].
Early detection of plant diseases for appropriate intervention
is necessary as plant diseases place a huge factor in plant
yield and productivity. Identification and detection of plant
diseases are usually done by naked-eye observation by
experts. This usually is not desirable as this entails cost and
time. Thus, the importance of detecting plant diseases
through automatic methods cannot be undermined as it
reduces large work of monitoring especially in big farms; as
well as detecting diseases at a very early stage when
symptoms first appear on plant leaves [17]. The advent of
technology led to the existence of methods that lead to faster
and easier detection of plant diseases including remote
sensing and image segmentation and soft computing [18]; and
spectral vegetation indices [19]. In the Philippines, a study

uses an image classification system interfaced with the drone
to detect and monitor infestation in rice fields [20].
Lately, the use of deep learning in plant disease detection,
among other agricultural operations [21] is slowly gaining a
place. Deep learning (DL) algorithms have been shown to be
extremely successful in real-world object detection,
identification, and classification. A few state-of-the-art DL
models have been used to perform plant disease detection
through using DL architectures. The most commonly used
approach for detecting plant diseases is convolutional neural
networks (CNNs). It has shown excellent results in the area
of image classification. For instance, a study [22] evaluates
the results of various convolutional neural networks (CNN) in
plant leaf diseases detection and classification such as in tea
leaves [23]; cassava leaves [24]; tomato leaves [25];
groundnut diseases [26] and recently cacao diseases [27] in
addition to the diversified application of image processing in
agriculture such as in rubber seeds surface identification [28].
In today's world, the importance of accurate and timely
disease detection, as well as early prevention, has never been
greater. A variety of methods exist for detecting plant
diseases as mentioned in the above studies. In cacao disease
classification, CNN has been used [27]; however, only for
VSD. In this paper, a plant disease recognition model based
on leaf image classification, specifically for three important
cacao leaf diseases (VSD, swollen shoot broom witch) using
CNN VGG19 model was presented, as well as how it
performs in terms of disease detection accuracy.

2. METHODOLOGY
This study focuses on cacao disease classification via

image processing using cacao leaves. Leaves were chosen as
the route of classification in this study since it is readily
accessible, usable, and reusable and does not pose a threat to
the plant when harvested. In addition, the bodily structure
similarity between the underside of the leaves and the skin
cells of the fruits justifies the use of leaves even more [29].
2.1 Image Acquisition and Resizing

Around 2000 images of cacao leaves were collected.
Images of cacao leaves with diseases (VSD, CSSV, Witches’
Broom) are collected on the internet while images of healthy
leaves are collected in the field. Images were cropped and
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reshaped into desired image sizes. After this, images were
classified according to their disease classes. The different
classes for evaluation are presented in Table 1.

Table 1 Different Classes of Evaluation
Class Description/Interpretation
Class 0 Healthy
Class 1 Swollen Shoot
Class 2 VSD
Class 3 Witches Broom

2.2 CNN VGG 19 Model
A pre-trained VGG19 CNN model was used for feature
extraction and classification. The images are then fed to the
CNN model system for training and validation.
In the CNN VGG19 model, data images were resized to
224x224 pixels and labeled into four groups/classes. Images
are fed to the model after being preprocessed. The framework
used a pre-trained VGG19 model. The two completely
connected layers were replaced with a value of 128 for fine-
tuning, and the Softmax classifier was replaced with four
classes as needed in this analysis.
The CNN VGG19 model has a trainable parameter of
3,228,420 out of a total of 23,252,804 parameters. This model
has almost 26 layers, each with a different number of
convolution and max pooling layers, providing more training
parameters. As a result, given a large number of training
parameters, this model produces high accuracy.

2.3 Model Performance Measure
To measure the performance of the model, the following
metrics were used with their corresponding equations adopted
from [30], together with the application of the confusion
matrix table:
 accuracy, which is the ratio between the total number of

predictions produced and the number of right predictions
made.

Accuracy: ��+��
��+��+��+��

 precision, which evaluates the accuracy with which a
class is determined.

Precision: ��
��+��

 recall, which pertains to the classifier’s capacity to predict
the class correctly.

Recall: ��
��+��

 F1 score, which defines the harmonic sensitivity and
accuracy value of the model.

F1 Score: 2�{ ���������∗������
���������+������

}
 specificity rate, which demonstrates the classifier’s

separation abilities.
Specificity: ��

��+��
where:

TN- true negative;
TP- true positive;
FP – false positive;
FN – false negative

The confusion matrix shows the ratio between the predicted
and the actual class.

3. RESULTS AND DISCUSSION
3.1 CNN VGG19 Model
Table 2 presents the classification report of the CNN VGG19
model with four classes. It is evident in the result that the
average accuracy of the model is 88.75% across the four
classes.

Table 2. Classification Report of CNN VGG19 Model
Class Precision Recall F1

Score
Support

Class 0 0.84 0.93 0.89 92
Class 1 0.86 0.76 0.81 107
Class 2 0.96 .95 0.96 109
Class 3 0.88 0.91 0.89 92
Average 0.89 0.89 0.89 400

Precision is the percentage of predictions that are correctly
classified, Recall is the percentage of positive cases over the
whole number of the element, and F1 scores are the
percentage of positive predictions that are correct. Table 2
shows that Class 2 (VSD) has the highest Recall with a
percentage of 95% among the other results, this means that
among 109 samples, 104 samples were identified to be true
positive VSD disease while the rest were false negative (other
classification). Class 2 (VSD) has the highest precision with
96% of predictions were correct, also 96% of positive
predictions were correct (F1 score).

Figure 1. CNN Accuracy

Figure 2. CNN Loss
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Figures 1 and 2 represent the graph model accuracy and loss
of the CNN VGG19 model. It is evident from the graph that
the system is stable, with accuracy consistent with the
running number of epochs. Moreover, Figure 3 represents the
confusion matrix of the CNN VGG19 model. A confusion
matrix is a table that is often used to describe the
performance of a classification model (or “classifiers”) on a
set of test data for which the true values are known.

Figure 3. Confusion matrix of CNN VGG19 Model

In the confusion matrix table, it directly compares the actual
target values with those predicted by the Vgg19 classifier.
The highlighted values of each column are the values that are
predicted to be true positive on its actual value. It is evident
that the overall accuracy of the model is 88.75%.
It is shown that in Class 0 (healthy Leaves), 86 of the samples
have been predicted out of 92, 5 samples have been predicted
to be Class 1 (swollen-shoot), 0 on Class 2 (VSD), and 1 in
Class 3 (witches’ broom).
In the Class 1(swollen-shoot) column, 11 were classified as
Class 0 (healthy), 81 samples in Class 1 (swollen-shoot), 4
samples in Class 2 (VSD), and 11 samples in Class 3
(witches’ broom).
In the Class 2 (VSD) column, 2 samples were identified as
Class 0 (healthy), 3 samples as Class 1 (swollen-shoot), 104
samples in Class 2 (VSD), and none were identified as Class
3 (witches’ broom).
Last but not least column which is Class 3 (witches’ broom),
3 samples were identified as Class 0 (healthy), 5 samples are
Class 1 (swollen-shoot), none were identified as Class 2
(VSD), and 84 samples were identified as Class 3 (witches’
broom) out of 92 samples.
3.2 Classification Prediction
Table 2 shows the different predictions of classifications. It
shows different testing on the predictions from different
inputs not included in the initial dataset.
The system will test each class whenever an input image is
fed. The system will either predict or mis predict the correct
classification. From the confusion matrix presented, in which
the system resulted in 88.75% overall accuracy, it is evident
from the class's prediction that the system will not accurately
identify the system.

Table 2. Classification Predictions
Image Under

Test
Class0 Class1 Class2 Class3

Heal-
thy

P NP NP NP

P NP NP NP

P NP NP NP

Swo-
llen
shoot

NP P NP NP

NP NP NP P

NP NP P NP

VSD

NP NP P NP

NP P NP NP

NP NP P NP

Witches
Broom

NP NP NP P

P NP NP NP

NP NP NP P

P - Prediction Correct; NP - Prediction Incorrect

4. CONCLUSIONS AND RECOMMENDATIONS
This study has successfully implemented the leaf-based
Cacao diseases recognition system using convolutional neural
networks (CNN) at four classes namely: Witches Broom,
Vascular Streak Dieback, Swollen Shoot, and Healthy Leaves.
The VGG19 CNN Model was used to compare efficient and
accurate results. As per the accuracy results of the VGG19, it
is concluded that the optimal model for classifying cacao
diseases under this study has an accuracy of 88.75%.
It is recommended in this study to collect more data images
of leaves contaminated with the different cacao diseases to
achieve higher accuracy. For commercial purposes, it is
recommended to develop the system for mobile application as
it will be the most accessible way of technology for the
farmers especially those in remote places. Such technology
will help them in the timely detection of cacao diseases
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contaminated in their farms would allow them to increase
yield in farms by applying the right cure for the cacao disease
infection, and to have a system that could show solutions on
how to treat, or what fertilizers for the specific diseases.
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