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ABSTRACT—Algorithms for the generation of video summaries allow us to obtain synthesized sequence information contained herein. In 

this context, the duration of summaries plays a key role because sometimes synopsis with varying length is desired, so the scalable 

summaries allow us to respond to this need. In this paper, a new procedure is developed with the aim of obtaining scalable video summaries 

according to their duration. The procedure developed is based on a process of creating the summaries with well-established steps that 

guarantee efficient generation thereof. Results show compatibility with various encoding formats, effectively generating summaries for 

various lengths. The effectiveness of the procedure, confirmed by the results of the work ensures their potential application in systems for 

management, processing and transmission of audiovisual materials. 
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I. INTRODUCTION 

In recent years there has been a marked increase in the 

production and distribution of audiovisual content. Studies 

show that internet users prefer and mostly consume 

audiovisual archives available online [1, 2] sites like 

YouTube, dedicated to sharing audiovisual materials in the 

network receive over two million visits on a daily basis. This, 

coupled with increased computing capabilities and storage 

systems, has set us the challenge of improving the 

environments of production, distribution and retrieval of 

audiovisual content, as it is predicted to have continuing rise 

in demand for this medium of content. 

Access to multimedia content is an increasingly difficult 

activity which usually involves a process of pre-visualization 

of the video by the user. In this context, video processing 

techniques have become a necessity due to the sheer volume 

of audiovisual materials available. Several types of research 

have been devoted to establishing procedures to describe, 

process, store Access to multimedia content is an increasingly 

difficult activity which usually involves a process of pre-

visualization of the video by the user. In this context, video 

processing techniques have become a necessity due to the 

sheer volume of audiovisual materials available. Several 

types of research have been devoted to establishing 

procedures to describe, process, store and retrieve 

information from audiovisual content. Methods for 

generating automatic summaries of video let us create a 

compacted visual representation of information in the video, 

i.e. provide a synthesized sequence, but with representations 

of original content [3, 4, 5, 6]. 

Video summaries are designed to facilitate navigation within 

a database of content. We can even use the summaries 

obtained as a final product that guarantees the user to quickly 

access relevant semantic positions in the sequence [4, 7]. 

Most of the algorithms developed in this area generate a 

single output sum. This may be insufficient because 

sometimes a personalized representation for each user is 

desired. Generating scalable summaries can be a useful way 

to address the diversity of preferences and to achieve greater 

usability. 

In this paper, scalability is assumed as the ability to produce 

multiple output summaries with different durations for the 

same original sequence. As a background to this research, we 

must first observe the approaches aimed at achieving 

summaries of various scales [3, 8, 3, 9]. 

The approaches mentioned above have shown good results 

but have had certain difficulties. [9] assumed scalability for 

each hierarchical structure with the limitation that the 

summaries are not scalable within each level. For the results 

presented by [3] the algorithm is based on MPEG standards 

[10]. This procedure focuses on the characteristics of the data 

stream of MPEG coding, which limits their use in other 

encoding schemes. Despite the difficulties of the studies 

analyzed, the concepts of scalability and the embedded sum 

raised in this approach [3] are the most widely accepted for 

the creation of scalable video summaries. 

This research has its origins in the applications for managing, 

processing and transmission of audiovisual content. These 

applications are characterized by the steady increase in the 

number and diversity of managed and subsequently stored for 

use audiovisual materials. Audiovisual materials are not 

necessarily managed code in a prescribed format as this 

depends on the requirements of potential customers. 

Moreover, in management applications, processing and 

transmission of audiovisual content should ensure the 

cataloging process of audiovisual materials managed for easy 

search and proper use. Algorithms have been developed to 

achieve semi-automatic cataloging, but often continue 

manual annotation of certain information still needed. In this 

process, users gain the perspectives of audiovisual content 

browsing, sometimes randomly on video sequences. In 

addition to these applications in order to provide users of 

audiovisual materials available on the web to consume on-

demand pursued. It is common to notice in users consuming 

video, usually of long duration, prior to the full display of the 

material, perform a preview of it to get an idea of its contents 

and then visualize it completely if they consider it to your 

liking.  

The foregoing reveals the need for a mechanism for several 

synthesized sequences with significant information from the 

same video, favoring the process of cataloging and pre-

visualization of audiovisual materials management systems, 

processing and transmission of audiovisual files. In this 

paper, a procedure developed to generate scalable video 

summaries exposed. 

II. METHODOLOGY 

Creating video summaries involves various levels of 

complexity, in this paper the results of the study [6], where 

the sequence of steps required evidence for a video summary 

assumed. In the following diagram the sequence of 

computational steps for transforming a sequence of video 

input, a summary of it is displayed. 
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Fig.1 Steps to create a video summary 

 

III. ANALYSIS STAGE 

In the analysis phase operations to extract visual descriptors 

of the original sequence in order to obtain a list of the data 

and the descriptors associated with the shots are taken. At this 

stage the video is decoded and frames thereof are extracted. 

Once captured frames proceed to the first phase to segment 

video, shot detection histograms [11, 12]. This is divided into 

four steps: 

1) Calculate the histogram of each frame. 

2) Compare each frame with the adjacent and save the 

results. 

3) Establish a threshold between comparisons. 

4) Detect all comparisons that exceed this threshold as a tap 

change. 

At this point, the video has been segmented using color 

histograms but this procedure of shot detection is very 

sensitive to changes in illumination. Therefore the detection 

is performed by edges to frames that represent the change 

from one shot to another [13, 11, 14]. This second phase of 

detection is achieved by implementing the following steps: 

5) Convert the frames to grayscale 

6) Perform a Gaussian blur. 

7) Apply a function of edge detection. 

8) Expand the resulting lines. 

9) Compare the results. 

10) Establish threshold comparisons. 
11) Detect false positives from the previous step. 

After making detection by histograms, edges can still be cut 

within a shot that was not detected. This is the reason why the 

SURF descriptor is used for those limits between takes that as 

a result of the analysis of histograms belong to a dubious 

margin [15, 7, 14, 16, 13]. The implementation of this third 

phase detection is achieved by the following steps: 

1) Remove the features. 

2) Get the descriptors. 

3) Search matches between frames. 

4) Thresholding the result. 
5) False positives from the previous step (Detect). 

Finally, as a result of this stage a list of data for decision is 

obtained: 

 Starting position. 

 Length. 

 Keyframe. 

 Threshold Histogram color. 

 Threshold SURF 

The analysis stage is the critical step in the whole process 

because the resulting list is stored and constitutes the input to 

the generation stage. Further analysis will not run again 

because although it is required to generate another summary 

this is guaranteed with the stored data. The analysis is 

generated once and as many times as necessary, i.e. only be 

performed the first time a summary is required, scalability is 

ensured after running it several times. Next-generation is 

explained in detail. 

IV. SCALABLE VIDEO GENERATION 

The step of generating the higher complexity lies in the 

creation of a video summary. For this reason, this stage is 

divided into two: classification and selection [6]. During 

classification provides a grade on each frame, depending on 

the features discussed above. In the selection, step determines 

which of the shots, be included in the summary of video to 

generate, and which you may be waived by classification 

made previously. 

At work scalability criteria set out in assumed [3] which 

defines a scalable summary is that which is constituted by a 

group of embedded summaries, SS={Sl,Sl+1, …, SL-1, SL} 

where l ԑ N denotes the scale summary and L the length 

thereof. In turn, compliance    with    the    following    

restriction is 

necessary  Sl  ⊂  Sl+1⊂  SL-1  ⊂  SL,  Whereas each 

summary smaller scale is embedded in the summary of a 

larger scale. As you can see the summary of greater length is 

formed by grouping summaries shorter, so it must achieve a 

hierarchy in which the teaser shorter ensure greater 

representation of the original sequence. 

At this stage the aim is to obtain the most representative shots 

of the video, trying to eliminate redundancy by providing as 

much information as possible. With the results of the analysis 

of color histogram and SURF proximity matrix [7] is 

constructed, this matrix is used later to create a group of K 

cluster {Co,C1, …, SK-1} according to the distances between 

each pair of jacks d(ti,tj) grouping shots with similar features. 

Then for each cluster Ck closest to the centroid shots, 

determined by a score established according to duration and 

variability in the group, are considered the most 

representative group, which provides them greater priority to 

include in the summary, settling the necessary hierarchy for 

scalability [17, 18]. 

For the final generation summarizes the two modes for 

displaying video summaries that can be commonly observed 

are assumed: 

1) Summaries built with static images, which are a 

representation of the relevant frames, taken from the 

original video sequence to display the contents thereof 

through a static storyboard, commonly known as a 

storyboard. This mode is defined in [4] as follows: 

R=AKeyFrame(V)={f1, f2, …, fk) where AKeyFrame is the 

method of extracting the video V, keyframes, yielding a 

representation R constituted by frames {f1, f2, …, fk) 

2) Abstracts which consist of short video segments. This 

summary mode is a set of video segments are extracted 

from the original video, which is grouped either by a court 

or through a gradual transition effect for a video smaller 

than the original. In this case, a small video called 

skimming video is constituted. The video skimming 

defined in [4] as follows: 
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K=ASkim(V)=Ei1 ∪Ei2 .. ∪Eik 

where Askim is the method of generation of a skimmed version 

of the video V, Ei ԑ V is the 

ith fragment to include in the video skim and ∪ obtaining the 

integration operation a representation K, constituted by the 

integration of the segments 

Ei1, Ei2, …, Eik. This integration is performed following the 

temporal flow of the original video and the integration 

operation used is a transition from simple disappearance. 

This step is performed to obtain the desired length 

summaries, therefore, can be repeated as often as necessary, 

to ensure conditions of scalability. 

 

V. RESULTS AND DISCUSSION 

In order to test the proposed procedure proceeds to try on 

videos with different characteristics, so that non-probabilistic 

intentional sample videos compiled by the author videos 

selecting different encodings used. This test is done to 

validate the compatibility of the procedure developed with 

video encoded in different formats. Among the features of 

these videos are the container, the encoder, the bitrate1, 

frames per second (FPS) and resolution. 

The result of testing format support for performing the 

method with four videos with different encodings shown 
Table I. Test For Format 1 

Name of Video Arsenal Highlights 
Container Format AVI 
Encoder MPEG4-Xvid 
Bitrate (Kbps) 128 
Frames per second 29.97 
Resolution 800 x 600 
Remarks: the video is processed correctly 

Table Ii. Test For Format 2 
Name of Video Chelsea Highlights 
Container Format WMV 
Encoder WMV2 
Bitrate (Kbps) 2400 
Frames per second 30 
Resolution 720 x 480 
Remarks: the video is processed correctly 

Table Iii. Test For Format 3 
Name of Video News Sequence 
Container Format MPG 
Encoder MPEG1 
Bitrate (Kbps) 1150 
Frames per second 25 
Resolution 720 x 480 
Remarks: the video is processed correctly 

Table iv. Test For Format 4 
Name of Video Pottery Tutorial 
Container Format ogg 
Encoder Theora 
Bitrate (Kbps) 1596 
Frames per second 29 
Resolution 352 x 240 
Remarks: the video is processed correctly 

Table v. Test For Format 5 
Name of Video Coldplay Song 
Container Format webm 
Encoder Vp8 
Bitrate (Kbps) 1596 
Frames per second 29 
Resolution 352 x 288 
Remarks: the video is processed correctly 

As shown (see Tables 1-4) satisfactory to generate video 

summaries with different encodings results are obtained, this 

result shows greater efficacy with respect to work done by [3] 

it shows that the developed procedure can use in videos with 

coding that is not based on the MPEG standards. 

In the analysis stage obtaining all necessary data for the 

generation of short, is for this reason that validates this stage 

is determined independently by the process of segmentation 

is performed on the same guarantees, constitutes a section 

review in the proposed procedure. Then developed tests are 

performed in order to validate the shot detection during 

analysis using recall precision measures. For this analysis, the 

video database created by Bescos is used. 

Table VII 

 No. of 

Frames 

Cuts Cuts 

Detected 

Fp Fn Recall Precision 

V1 30715 54 51 4 3 94% 93% 

V2 27643 13 12 1 0 100% 92% 

V 3 90341 21 21 2 0 100% 91% 

V 4 114997 127 125 6 2 98% 96% 

As shown (see Table 5) in the analysis stage of the procedure 

developed for shot detection Precision guaranteed rates above 

90% in all cases, which can be considered for these 

procedures accepted [19, 20]. 

Scalable Generation Tests 

Below is a table showing the results of the proposed tests, for 

generating synthesized several video sequences the same 

procedure, taking into account the variation of the length of 

said sequences. Various scales for both storyboard generation 

to generation video skimming set. For this analysis, we have 

established the following levels: 20, 30 and 40 number of 

frames of the original sequence, for generating a storyboard 

and 10, 20 and 30 percent of the original sequence for the 

case of skimming video. Table time in seconds it takes for the 

procedure for generating the summary for established scales 

is. Table VII. Test for the generation of scalable summaries  

 Generation 

 Storyboard (#) Skiming (%) 

V1 20 30 40 10 20 30 
0.67(s) 0.74(s) 0.81(s) 0.98(s) 1.36(s) 1.64(s) 

V2 20 30 40 10 20 30 
0.68(s) 0.76(s) 0.79(s) 1.02(s) 1.46(s) 1.87(s) 

V3 20 30 40 10 20 30 
0.67(s) 0.72(s) 0.79(s) 0.99(s) 1.33(s) 1.63(s) 

V4 20 30 40 10 20 30 
0.69(s) 0.73(s) 0.82(s) 0.97(s) 1.29(s) 1.61(s) 

As in the analysis stage, for testing the generation of scalable 

video database created by Bescos was used. The results show 

that the proposed method offers the possibility to create 

summaries of various scales, ie obtain adequate summaries 

with different lengths and acceptable response times. Note 

that the required number of doubles scalability and not 

necessarily in correspondence doubles the time required; this 

is because the analysis step to a larger scale is not executed. 

Even obtaining these results should not be ruled out other 

visual descriptors used to improve process efficiency 

achieving superior results. 
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Validation of Usability of Summaries 

To ensure the usability of an abstract video, you must create a 

teaser video that has a visual language that meets two basic 

conditions: semantic coverage and visual pleasure. The first 

condition relates to the created summary to preserve as much 

information as possible representatively, discarding as much 

redundant information, in order to minimize the time 

required for display. The second of these conditions means 

that the abstract should not only be informative but must have 

nice visual features to the user who finally displayed [21, 4]. 

To validate the usability of the summary are proven ability to 

provide the user with a comprehensive understanding of the 

information contained in the original video, ability to provide 

a synthesis of information from the original video by the 

representative contents prevail on the verbal and the ability to 

achieve a chain mosaic in which shots or images that 

compose the summary together, make sense. 

To validate the performance of these two conditions survey 

was applied as a diagnostic tool. A technique of simple 

random sampling [16] considering a population consisting of 

90 users SIAV is selected. To determine the sample size used 

the software Stats considering a confidence level of 95%, 

settling to apply the survey to 30 users. The survey consists 

of four questions applied where the user can assign a real 

number between 1 and 10 on establishing its usability final 

summary rating. 

For analysis of the survey results is processed by averaging 

the values obtained in each of the 30 users' questions by 

obtaining the results shown in the following table. 

 
Table viii. Average Values Obtained from the Survey 

Questions 1 2 3 4 

Avg. 

Values 
6.1 5.3 4.7 6.6 

Averaging the values obtained after a level of usability of 

5.67 is obtained. To determine the level of usability of a scale 

summarized in numerical values and nominal equivalent 

shown in the table 
Table ix. Scale for Level of Usability 

Numerical 0-1.9 2-3.9 4.5-9 6-7.9 8-10 

Nominal Very 

Low 

Low Avg High Very 

High 

 

The results show that the procedure meets moderately with 

the agreed terms of usability. It should continue to refine it 

because, in the ability to provide semantic coverage and 

visual pleasure to the end-user, the procedure results show 

that inefficiencies persist. As a consequence of this result, it 

is recommended to redefine the step of generating the 

proposed procedure. 

 

VI. CONCLUSION 

The proposed procedure allows efficient generation of 

scalable video summaries addressing the length of the 

sequences synthesized as scalability requirements. It also 

supports the summarization of videos that are not encoded in 

MPEG standards. 

The steps involved in the generation of an abstract set 

properly with good results in the analysis stage, where the 

detection of changes of sample shots and recall Precission 

rates above 90% in all cases. Also at this stage to obtain the 

data necessary for the generation scalable without analyzing 

the original video again is guaranteed. For his part in the step 

of generating summaries obtaining different lengths is 

achieved by ensuring scalability and achieving the desired 

representation abstracts patterns skimming storyboard and 

video. 

The main difficulties of the proposed method are 

demonstrated in the ability to adequately achieve semantic 

coverage and visual pleasure for the end-user, which implies 

the need to redefine the stage set generation. 

It is recommended to consider working with other visual 

descriptors which can improve the results. Although the 

results show the need to continue working on the proposed 

method, it is considered that can be used in systems 

management, processing and transmission of audiovisual 

content, minimizing the limitations of this system for several 

sequences synthesized with significant information the same 

video which will benefit the process of cataloging and pre-

visualization of audiovisual materials. 
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