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ABSTRACT : In this paper, a speaker verification system is implemented in a text-independent procedure. The methods 

employed for implementation include the Gaussian mixture models, support vector machine and linear/series combinations of 

Gaussian mixture model and support vector machine. 

In the series combination of the two classifiers, GMM is the base model while SVM is applied as a post-processing for 

curtailing the classification error. That is because the Gaussian mixture model is not adequately capable for classification in 

cases where the data are extremely approximate and there will be an extreme error rate. In the linear similarly, since both 

PSVM and GMM are inherently capable in speaker verification, each one is trained individually to derive an output linear 

combination for verifying the speaker’s identity claim, in which scenario better results will be achieved. 

Keywords: Text-independent speaker verification, Gaussian mixture model, Support vector machine, Probability support 

vector machine, Half total error rate. 

 

1. INTRODUCTION 
Each of the productive and distinction models entails features 

in which others perform in a weaker way. For example, 

producing models are less capable in separating approximate 

data unable to be separated linearly, thus curtailing the 

performance of speaker verification systems. In contrast, the 

distinction models take advantage of certain capabilities for 

blending the data and yield a classification at an acceptable 

error rate. That is why most speaker verification and 

recognition systems today attempt to decrease error rate 

through combination of productive and distinction methods 

[3,8, 11, 13, 14]. 

Speaker recognition algorithms have numerous applications 

such as speaker verification, individual access to database 

through phones, bilingual interpretation etc. Effort has been 

made so far in practical research concerning speech 

processing to improve the performance of such algorithms in 

order to achieve high accuracy and reliability in speaker 

recognition [6.10]. 

Speaker recognition can be divided into two types of speaker 

recognition or identification and speaker verification. A 

person utters a sentence, the goal is to recognize the speaker 

and tell which M authorized speaker it is. If the goal is to 

verify the identity a person claims, the verification system 

will either approve or reject. Each of these realms can in turn 

take place as text-dependent and test-independent. The 

former implies that recognition requires the person to utter a 

certain sequence of words, so the system could identify the 

speaker, whereas the former is capable of recognize the 

speaker regardless of what the person utters [2]. 

2. Gaussian Mixture Model (GMM) 

Gaussian mixture model is the most widely used approach in 

the field of speech recognition and speaker recognition. In 

fact, the Gaussian mixture model estimates the density 

written as a sum of several Gaussian functions. If m is the 

number of Gaussian mixtures and D is the feature vector 

dimensions, then: 

P(x| M)=∑
m

i=1     ai 1⁄   (2π)D/2 ∑
1/2

i  exp(-1/2(x-µi)
T 

∑
-1 

1(X-µi))     (1) 

Where P(X│M) represents the probability of x belonging to 

the speaker M equivalent to the total M Gaussian functions 

with μi means and covariance matrix Σi. The parameters 

corresponding to each mixture is estimated through using the 

algorithm EM
5
 [7]. 

The Gaussian mixture model can be regarded as an extension 

to vector quantization, i.e. the mean of each Gaussian mixture 

can be considered a code book. The Gaussian mixture model 

approach blends the parametric Gaussian density and non-

parametric vector quantization. Normally, the GMMs are 

applied along with diagonal covariance matrix for the 

convenience of calculation [1]. 

If X is the test term with N frames, then rating calculated for 

each model shall be as follows: 

S(x)=log p(x| M)=1/N∑
N

 i=1    log p(xi | M) (2) 
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Gaussian mixture model is the most widely used method for 

speaker identification and verification. This model actually 

estimates the density written in the form of several Gaussian 

functions. Selection of an appropriate density function 

depends on the feature vector and the intended application. In 

the text-independent speaker verification where there is no 

prior knowledge of what is being uttered, the Gaussian 

mixture model has been remarkably successful [5, 12]. 

As for the text-independent speaker verification, the Gaussian 

mixture model entails an inherent talent for successful 

classification of data regarded as the most widely used 

classifier in this respect, having turned into a successful 

classic method over the last two decades. 

3. Linear classification 

If there is a linear function that can classify information 

without error (i.e. the information points belonging to a class 

be placed on one side of the line or plane or hyper-plane), the 

information will be known as linearly capable of separation. 

In cases where the information can be separated linearly or 

can be separated linearly at a good approximation, the linear 

classifiers will be applied. The advantage of such classifiers 

lies in their simplicity and easy implementation. This 

classifier can be indexed through the following form: 

This classification can be used to index the form below: 

F(x)=(w.x)+b     w€ RN      ,b€ R  (3) 

Where W is an N-dimensional vector. When the data 

dimensions are N=2, the left side of the above equation adopt 

zero representing a plane. When the When the data 

dimensions are N>2, it will represent a hyper-plane, the 

position and orientation of which are specified through 

adjustment of a set of a=[w b] parameters. In equation (3), w 

is the normal vector of the hyper-plane. 

4. Nonlinear classification 

In many cases, the data are not linearly separable, i.e. the 

information has been laid out in a way there is no linear 

function found to be separated error-free through line, plane 

or hyper-plane, because the classification error through a 

linear classifier may be too undesirable. Due to the use of a 

kernel function, the support vector machine can act as a non-

linear classifier. Hence, the application of an appropriate 

kernel function can improve to a considerable extent this 

classifier against other linear classifiers. In [15], the 

researchers showed how a support vector machine output can 

be a polynomial classifier through a polynomial kernel 

function. 

5. Mathematical analysis of support vector machine 

In SVM, each data is seen as a P-dimensional vector (or a list 

of P number). It is intended to figure out is such points can be 

separated through a P-1-dimensional hyper-plane, which is 

called a linear separation. There are numerous hyper-planes 

capable of separating the data. The question is what hyper-

plane to choose, the concept of training data classifiable as 

points in a high-dimensional space and the line for separation 

are not unique. What distinguishes the SVM from other 

separators is the hyper-plane selection procedure. 

In SVM, the goal is to maximize the margin between two 

classes. Hence, it chooses a hyper-plane where the distance 

from the closest data on both sides of the separator is a 

maximum line. If there is such a hyper-plane, it will be 

identified as a maximum-margin hyper-plane [9, 16]. Figure 

1 illustrates this concept visually. 

 
Fig. 1 Depiction of hyper-planes for selection of the maximum-

margin hyper-plane. 

The reasons why a maximum-margin hyper-plane needs to be 

selected have been given below:  

 It logically seems to the safest strategy, the farther the 

margin surrounding the separator line from the data the 

greater the chances of correct recognition for the training 

data. 

 There are theories based on the VC dimension proving its 

usefulness. 

 This approach has empirically worked very well. 

In order to build the maximum margin, two boundary planes 

are drawn parallel to the separator plane at two farthest points 

to collide with the data. The plane with the farthest distance 

from the boundary plane shall be the best separator, while the 

decision-making boundary us actually perpendicular to the 

line connecting the boundary planes [4, 6]. 

As for data separation, the decision function is determined 

through a subset of training vectors (closest to the hyper-

plane). 

 
Fig. 2 Optimized hyper-plane and support vectors. 

In fact, the optimal hyper-plane in SVM is the separator 

between the support vectors. 

The proper use of SVM will help the algorithm yield a good 

generalization. Despite the large size, it avoids the overflow. 

Moreover, due to the use of support vectors instead of the 

entire data, the algorithm also involves data compression. 

6. Probability support vector machine (PSVM) 
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In practical Pattern Recognition issues, it will be beneficial to 

obtain the posterior probability of an entry membership in a 

particular class. For example, the posterior probability 

demonstrates its power when the classifier is a small portion 

of a larger decision-making, employing a Bayesian optimality 

criterion. Having understood the importance of obtaining the 

posterior probability in classifiers, it is essential to obtain the 

same in the SVM involved as a score in the main classifier so 

as to improve the results. The support vector machine 

produces an inaccurate value which is not the probability 

value. If the SVM output is: 

f(x)=h(x)+b     (4) 

While: 

H(x)=∑y1 a1 k(x1 ,x)    (5) 

Then, the core of equation (4) should be minimized in the 

Hilbert space: 

c∑(1-y1 f1 )+1/2 || hF ||    (6) 

The potential output production procedure in a core machine 

has been proposed in [3]. Using a logical function, we have 

the following equation: 

P(CLASS│INPUT)=P(y=1│x)=p(x)=1/1+exp(-f(x))      (7) 

7. Methods of combining Gaussian mixture model 

and support vector machine 

In the Pattern Recognition science, there are different ways to 

combine classifiers. This kind of combination originates from 

the nature of classifiers and their compositional properties. 

Concerning the two combination methods, the following 

three main ideas can be mentioned: 

1. Using an output combination for both models either 

linearly or non-linearly for the trained models separately 

2. Using the output of either model, usually the productive 

model, for selection of training data in the other model. 

3. Combination to create new formulations for minimizing 

the error rate simultaneously in productive modeling and 

distinction modeling 

In this article, the first two methods have been used for 

combination of the classifiers. In the former, the output line 

of the GMM and PSVM classifiers were combined through 

predefined coefficients.  

In the latter, certain cases involved the GMM output of to 

selection of training data in the SVM upon which the 

decision-making was assigned. Later on, both methods will 

be explained. 

8. Linear combination of Gaussian mixture model 

and support vector machine 

The basic idea of combining the SVM GMM classifiers is 

very simple, because they could independently in the 

previous research demonstrate their inherent ability. It can be 

perceived that linear combination of outputs from the two 

models can be useful. A conventional method for multi-

classifier combination involves the linear combination of 

posterior probability in an entry membership with a particular 

Class (P (class  input)). The output of a Gaussian mixture 

model is made of probability lying inherently within the 

interval [0, 1]. As previously mentioned, the output of a 

PSVM model is also made of probability lying within the 

interval [0, 1]. Hence, the can be easily incorporated through 

coefficients (1 -λ) and (λ). 

Achieved by trial and error, λ is a coefficient chosen so that 

the best output possible is obtained at the minimal error. The 

calculation formula of linear combination is as follows: 

If PPSVM is the score for PSVM model and PGMM is the score 

for the GMM model, then: 

PPSVM .PGMM  +(1-λ)P=λ   (8) 

9. Combination of Gaussian mixture models and 

support vector machine 

In the series combination of these classifiers, the Gaussian 

mixture model is regarded as the base model while the 

support vector machine acts as the post-processing for error 

reduction. As such, in cases where the claiming speaker’s 

score is within the upper threshold (t) and bottom (1-t) (the t 

threshold refers to the level calculated for each speaker in the 

GMM), where the GMM might mistakenly reject or approve 

it, the decision-making is assigned to the SVM. 

Assisted by the Gaussian mixture model output data failing to 

made a good decision on the classifier, the support vector 

machine is trained (i.e. training whose output score lies 

between the upper and bottom thresholds as compared to the 

GMM) and decision is made on their identity claims. In this 

scenario, decision is made at a lower error rate. 

10. Combination of GMM and SVM 

At first, the Gaussian mixture models concerning the target 

speakers are trained through the training data. Then, the 

entire training data are divided into 1.5-second speech 

fragments the score of which is obtained against the GMM of 

each speaker. The core is compared with two threshold levels 

t and 1-t. The feature vectors for the fragments whose score 

compared to the speaker model lies between t and 1-t were 

applied for training the SVM of the same speaker. The t 

threshold level for each speaker was the same that calculated 

in the first experiment for each speaker in the GMMs. 

In the testing phase, the speech fragment is first tested against 

the GMM corresponding to a given speaker whose score is 

calculated. If the score is higher than t, the speaker will be 

verified, and if it is less than 1-t, the speaker will be rejected. 

In case the score is somewhere between t and 1-t, the speech 

fragment will be assessed through the SVM of the same 

speaker, where the SVM decides whether or not the speaker 

is verified. 

The table below shows the amount of errors "false approval" 

and "false rejection" as well as the HTER criteria for the 

number of different target speakers in verification using 

combination of GMM and SVM models. The training and test 

data are similar to previous experiments and the number of 

GMM Gaussians is 64. Figure 3 displays the HTER for a 

number of different speakers whose number increases at 

higher error rates.  

11. Linear combination of GMM and PSVM 

An alternative method involves the linear combination of 

GMM and PSVM outputs. In this scenario, the GMM and 

PSVM are individually trained for each target speaker. In the 

test phase, the score of each model is calculated for the input 

speech fragment. Each of these scores will adopt a value 

between one and zero. At the next stage, these scores are 

linearly combined according to the following formula. 

S=λsGMM +  (1-λ)SPSVM     (9) 
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Table. 1 The error rates for "false approval" and "false 

rejection" as well as the HTER criteria for the number of 

different target speakers in verification using combination of 

GMM and SVM models. 

HTER (%) PFR (%) PFA 

(%) 

Number of 

target speakers 
9.2 7.8 10.6 10 

10.5 8.6 12.3 15 

12.4 13.4 11.3 20 

13.7 11 16.4 25 

15.2 17.6 12.8 30 

16.6 18.1 15 35 

 

 
Fig. 3 The HTER criterion according to the number of different 

speakers in the speaker verification system using combination of 

GMM and SVM 

 

Where SGMM is the score for the Gaussian mixture model and 

SPSVM is the score for the PSVM. The score obtained through 

linear combination will be compared with the threshold level, 

which is in this case obtained from the linear combination of 

threshold levels corresponding to the GMM and PSVM. If the 

score is above the threshold, the speaker will be verified, 

otherwise there will be rejection. The value of λ can be 

experimentally determined by trial and error. In these 

experiments, λ=0.6 was considered. 

Table 2 displays the error rates for "false approval" and "false 

rejection" as well as the HTER criteria for the number of 

different target speakers in verification using combination of 

GMM and SVM models. The training and test data are 

similar to previous experiments and the number of GMM 

Gaussians is 64.  

Figure 4 displays the HTER for a number of different 

speakers whose number increases at higher error rates.  
Table 2. The error rates for "false approval" and "false 

rejection" as well as the HTER criteria for the number of 

different target speakers in verification using combination of 

GMM and SVM models 

HTER (%) PFR (%) PFA 

(%) 

Number of target 

speakers 
8.4 9.5 7.2 10 

10 7.6 12.3 15 

11.8 10.6 13 20 

13.2 14.8 11.5 25 

15 12.3 17.7 30 

15.9 18 13.7 35 

 
Fig. 4 The HTER criterion according to the number of different 

speakers in the speaker verification system using linear 

combination of GMM and SVM. 

 

Similarly in Figure (5), the HTER can be observed and 

compared for the number of speakers based on the four 

categories in speaker recognition applied in this research. The 

training and testing data were similar to the previous version 

and the number of GMM Gaussians were selected to be 64 

 
Fig.5 The HTER criterion according to the number of different 

speakers in the speaker verification system using series and 

linear combination of GMM and SVM 

 

Figure 6 similarly displays the detection error tradeoff (DET) 

for various methods of speaker verification. The number of 

target speakers is 20 and the number of GMM Gaussians is 

64. These curves are obtained for different values of the 

threshold level. As mentioned earlier, the threshold level is 

selected in a way to cover p percent of non-target speaker 

scores. In this graph, as the p value varies from 50 to 100 

percent, the FA and FR errors are calculated and then the FA 

is drawn based on the FR. As can be seen in the curve, the 

GMM is more efficient than the PSVM. In addition, the 

combination of GMM and SVM will yield even higher 

efficiency as compared to either method individually. In 

terms of efficient, the linear combination is more ideal. 
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Fig. 6 The detection error tradeoff (DET) in speaker verification 

for the GMM and PSVM and their linear and series 

combinations. 

12. Combination with other models for enhancing 

the distinction capability 

The series combination of two classifiers involves the GMM 

as the base model while the SVM is applied as a post-

processing error reduction, because the GMM entails training 

data extremely approximate, it is not adequately capable of 

classification and there will be a high error rate. In the linear 

combination, since both PSVM and GMM methods are 

inherently capable of accurate speaker verification, each can 

be individually trained and a linear combination of them be 

applied for speaker recognition. In this case, better results 

shall be obtained. 

Comparing the results of implementing the above methods 

suggests that in combined classifiers, the HTER alone was 

curtailed as compared to the cases where one classifier was 

applied.  

In scenarios where one classifier was applied, the GMM 

showed lower HTER than the PSVM. Similarly in application 

of classifier combination, the linear combination of GMM 

and PSVM was more efficient than the series combination of 

GMM and SVM in terms of the HTER. 

 

13. CONCLUSION 
In this article, the different methods for speaker verification 

were tested and evaluated as the results of experiments were 

discussed in terms of the number of different target speakers. 

The assessed methods included the Gaussian mixture model 

(GMM), probability support vector machine method (PSVM), 

series combination of GMM and PSVM, and linear 

combination of GMM and PSVM/ The various experiments 

revealed that combination of GMM and PSVM will yield the 

highest efficiency in speaker recognition at mean error rate of 

11.8% for 20 speakers. 
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