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ABSTRACT: In this paper, we present efficient numerical algorithms for the approximate solution of non-linear higher order boundary 

value problems. Algorithms are, based on Adomian decomposition. Also, the Laplace Transformation with Adomian decomposition technique 

is proposed to solve the problems. Three examples are given to illustrate the performance of each technique. 
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1. INTRODUCTION 
By the Adomian decomposition method (ADM) there is 

offered a genuine technique of boundary value problems 

(BVPs) for nonlinear ordinary and partial differential 

equations [1-2]. In addition ADM can give estimated analytic 

solution without applying the Green function thought, which 

significantly makes possible systematic estimation and 

numeric computation [3-5].  

Nonlinear algebraic equations in the unresolved coefficients 

are frequently concerned, which enlarge the complication of 

the calculation [6-8]. For solving nonlinear algebraic 

equations for a two-point BVPs for second-order nonlinear 

differential equations, the famous authors Adomian and Rach 

introduce the double decomposition method in organize to 

keep away and the different transform inverse linear operator 

introduce by Jang and Ebaid. Agarwal and Wazwaz solved 

BVPs solved higher order BVPs first time with the help of 

ADM [9-12]. 

 

2. MATERIAL AND METHODS 
Consider the nonlinear differential equation of second order 

       ( )                                 (1)  

By the Dirichlet boundary form 

 ( )      ( )     

where as   ( )  
  

   
( ) Nu is a systematic nonlinear 

operator and g (x) is the scheme participation. 

The inverse linear differential operator is 

   ( )  ∫ ∫ ( )        
 

 

 

 
                       (2) 

       ( )   ( )    ( )(   ) 
where  ,   - is a fix value. 

Using the operator     to both sides of eq. (1) give up 

 ( )   ( )    ( )(   )            ( )         (3) 

Let x=b in eq. (3) and solve for   ( )  then 

  ( )  
 

   
, ( )   ( )  ,     -    ,    ( )-   -     (4) 

Where    ( )-    ∫ ∫ ( )     
 

 

 

 
  

Substituting eq. (4) into eq. (3) gives 

 ( )   ( )  
 ( )  ( )

   
(   )       

   

   
,    -    

      
   

   
,     -        (5)  

Consequently the right hand side of eq. (5) does not hold the 

uncertain coefficient   ( ). 
Next, we verify the solution and the nonlinearity 

 ( )  ∑   ( )    ∑   
 
   

 
      (6) 

Where      (  ( )   ( )    ( )) are the 

Adomianpolynomials 

   
 

  

  

   
 (∑    

 )             
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 The Adomian polynomials for nonlinearity Nu = f(u) 
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Such as     (      ) where derivatives are 

parameterized by k,   

   ∑  ( )(  ) (   )            
     

From eq. (5) 
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,     -                           (9) 

Or explicitly 
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We highlight to the right hand side of eq. (8) and (9) are self-

determining of n, which contain n, will cancel.  

 , -( )  ∫  ( )         , -( )  ∫  , -( )      
Where the right hand side signifies pure integration 

    ( )  
   

   
,    ( )-    ∫ ∫  ( )     

 

 

 

 
   

   
,∫ ∫  ( )    -   

 

 

 

 
  

  , -( )   , -( )  (   ) , -( )  
   

   
, , -( )  

 , -( )  (   ) , -( )-     

  , -( )   , -( )  
   

   
, , -( )  [ , -( )   , -( )]  

Therefore the components 
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where the constant c. In the subsequent we regard as a 

nonlinear differential equation 

       ( )     (10) 
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Subject to the mixed set of Neumann and Dirichlet boundary 

conditions 

 (  )      
 (  )      

 (  )            

Where   
  

   
 linear differential operator to be reversed, Nu 

is a systematic nonlinear operator and g (x) is the system 

contribution. The field of x in eq. (10) is     *        +  
     *        + 
the inverse linear operator is defined as 

   ( )  ∫ ∫ ∫ ( )       
 

 

 

  

 

  
  

Where ξ is a given value in the particular interval, next we 

include 

       ( )   (  )    (  )(    )  
 

 
   ( ),(  

  )
  (     )

 -  
Relate the inverse operator     of eq. (10) give way 
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(     )
 -     ,    -   (11)  

Differentiate eq. (11), then let      and solve for   ( ), 
hence 
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putting eq. (12) into eq. (11) give in 
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Thus in eq. (13), the boundary values 

 (  )  
 (  )     

 (  ) are included and the undetermined 

coefficient was replaced. 
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Or by the recursion method 
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In follow, the n-term approximation 
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For a general k
th

-order 
  

   
      ( )      

Subject to k boundary conditions 
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then we obtain the inverse linearoperator like 
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In this case                          the 

inverse linear operator as 
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the boundary values u (  ) and    (  )  and where n is a 

given value in the specific interval. The replacing 

                                        in eq. (14) 
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Where there are k-2 undetermined coefficients 

  ( )  ( )( )  ( )( )    (   )( )  which know how to be 

solve by the residual k-2 boundary values 

 (  )  
  (  )  

  (  )      (    ) through eq. (15). 

 

3. NUMERICAL ILLUSTRATION 

Example 1 

Consider the following BVP with product nonlinearity  

 ( )( )   ( )  ( )                     

 ( )        (    )       (   )     ( )    

Solution: The exact solution for this is   ( )      we have 
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In addition 
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with the boundary value at x=1 
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 ,      -                     (17) 

Substituting eq. (17) into (16), we have 
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The solution and the nonlinearity   ∑         
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   respectively, where the Adomian polynomials also 

are 

       
  

       
      

  

       
      

      
  

       
      

      
      

     
By the modified recursion method 
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u2 

=                                              
                                    
                                             
                                    
                                            
                                     
                                               
                                   
                                             
                                    
                                               
                                     
                                               
                                 
                                              
                                  
                                           
                                 
we plot the error functions   ( )    ( )    ( )       
          respectively. 

 
Figure 1: Graph of Example 1 

Example 2 

Let the nonlinear differential equation of fourth-order with 

two-point BVP through an exponential nonlinearity  

 ( )( )        ( )              

 ( )        ( )  
  

     (   )    ( )        (   )  
  

  
  

Solution: 

The exact solution is   ( )    (   ) 
We take 
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Then for boundary values at x = 0 
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Let x=4-e in eq. (18), we obtain 
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Substituting eqns. (21) and (22) into (18) 
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we plot the error functions 
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                         respectively. we show the 

logarithmic scheme of the maximal errors 

               |  ( )|                
                 

 
Figure 2: Graph of Example 2 

Example 3 

Solve the following BVP with quadratic non-linearity 
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Solution: 

The exact solution is  ( )  (   )  , we get 
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This series of partial sums   ( )  ∑   ( )
   
   does not 

converge to the accurate solution   ( ) on the period   
  but as an alternativeshow divergence. That can be display 

by the plot of the absolute errors |  ( )|  |  ( )  
  ( )| we show the |  ( )|                    
The nonlinear BVPs with the recursion method 
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We have checked that, for                      
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The errors functions of the absolute values are 

|  ( )|                     are plotted. The maximal 

errors            through 16  

Otherwise, we can also use the parameterized recursion 

method 
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For c = 0.1, 0.2, 0.3, 0.4 and 0.5, correspondingly, the 

maximal errors    become gradually lesser and come near 

zero. For example, for c = 0.4 
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Table 1: For c=-0.2, maximal errors     for            
N 1 2 3 4 

    0.2 0.027527 0.013583 0.005345 

N 5 6 7 8 

    0.001447 0.000180 0.000464 0.000375 

N 9 10 11 12 

    0.000199 0.000065 0.000009 0.000026 

N 13 14 15 16 

    0.000022 0.000013 0.000004 0.0000007 

Table 2:  For c=0.4, maximal errors                    

n 1 2 3 4 

    0.6 0.082902 0.014544 0.01042 

n 5 6 7 8 

    0.007595 0.002760 0.000979 0.001312 

n 9 10 11 12 

    0.000660 0.000115 0.000285 0.000185 

n 13 14 15 16 

    0.000033 0.000067 0.000055 0.000015 

Table 3: For c=-0.4, maximal errors                     

n 1 2 3 4 

    0.4 0.2 0.1 0.05 

n 5 6 7 8 

    0.025 0.0125 0.00625 0.003125 

n 9 10 11 12 

    0.001563 0.000781 0.000391 0.000195 

n 13 14 15 16 

    0.000098 0.000049 0.000024 0.000012 
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The maximal errors             |  ( )    ( )|  for n 

= 1 

Graphical  

 
Figure 3: Graph of example 3 with iterations 

 

4. CONCLUSION 

The solution of higher order non-linear ordinary differential 

equations with different boundary conditions has been 

analyzed in this research. The advance Adomian 

decomposition method is used for the solution of the two-

point BVPs with Different conditions, based on inverse linear 

operator. 

The approximate and exact solution becomes nearly identical 

for a sufficiently small number of components; a unique 

solution is obtained here.  Furthermore, to solve linear and 

non-linear BVPs with the help of some conditions named 

Robin boundary condition through ADM. A new approach is 

described here which extend the different ways of ADM used 

for BVPs. When the unique calculated sequence does not 

converge over the particular field or the nonlinear differential 

problem is focused to a position of Neumann boundary form.  
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