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ABSTRACT:  Ridge regression (RR)  is a method that can solves multicollinearity by adding a bias constant to a  

diagonal 𝑋′𝑋 matrix.  The purpose of this study is to evaluate the effectiveness of RR for handling different levels of 

multicollinearity compare to ordinary least square (OLS).   Using simulation data with p=8; n = 25, 50, 75, 100, 200; 

𝛽0 = 0 and 𝛽1 = 𝛽2 =  … = 𝛽8 = 1  repeated 100 times, full and partial multicollinearity among independent 

variables are designed.   The existence of multicollinearity evaluated using VIF values.  The results show that RR can solve 

multicollinearity at different levels and provides better estimator compare to OLS based on the value of Average Mean 

Square Error (AMSE). 
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1. INTRODUCTION 
One of basic assumptions of multiple regression model is 

the assumption of nonmulticollinearity among the 

independent variables in the model.  This assumption 

requires that none of the independent variables in the model 

be correlated with any other independent variables nor with 

any linear combination of those independent variables.   

There are two types of multicollinearity. They are 

full/perfect/exact multicollinearity and partially/less than 

perfect multicollinearity.  The presence of full/perfect/exact 

multicollinearity is when independent variables overlap 

completely. This conditoin can mean that no unique least 

squares solution to a multiple regression analysis can be 

computed [1].  Partially multicollinearity exist when two or 

more independent variables correlated with each other but 

still contain independent variation. Partial multicollinearity 

can lead to unstable estimates of the coefficients for 

individual independent variables.  The standar error and 

confidence intervals for the coefficients estimates will be 

inflated [2].  This can affect the accuracy of model 

predictions and lead to errors in decision making. The 

Variance Inflation Factor (VIF) is one popular measure of 

multicollinearity, although several other diagnostics are 

available [3,4].  

 

Ridge regression is one of the alternative methods to 

overcome the problem of multicollinearity.   This method 

was first introduced by [5] and developed by [6].  Though 

this technique is based on the addition of the bias constant 

k to the diagonal of the  𝑿𝑻𝑿 matrix, it obtains more 

accurate regression coefficients estimation than the least 

squares estimator [7].  In this research, ridge regression 

(RR)  will be applied in different levels of multicollinearity 

using simulation data and compare its estimates with 

ordinary least square (OLS) based on average mean square 

error values.  Generalized cross validation criteria will be 

used to seek the magnitude of the bias constant k [8]. 

 

2. ESTIMATION METHODS IN MULTIPLE 

REGRESSION 

Multiple linear regression analysis is an extension of 

simple linear regression analysis used to assess the 

association between two or more independent variables and 

a single continuous dependent variable. A population 

model for a multiple linear regression model that relates a 

y-variable to p-1 x-variables is written as 

𝑌𝑖 =  𝛽0 +  𝛽1𝑋1𝑖 +  𝛽2𝑋2𝑖 +  … + 𝛽𝑘𝑋𝑘𝑖 + 𝜀𝑖 ,  i=1,2,...,n; 

k = 1, , ..., p  where 𝜀𝑖~𝑖𝑖𝑑𝑁 0, 𝜎2 .  𝛽′𝑠 are parameter or 

regression coefficients to be estimated  [9].   

 

To estimate the regression coefficients, the classic method 

is OLS.  This methods requires the assumptions of 

independency among all independent variables in the 

model.  If the independent variables have multicollinearity, 

the estimates of coefficient regression may be imprecise. 

This methods minimizing the sum of the error squares [10].   

If  data consists of n observations  𝑦𝑖 , 𝑥𝑖 𝑖=1
𝑛   and each 

observation i includes a scalar response yi and a vector of p 

predictors (regressors) xijfor j=1,...,p,  a multiple linear 

regression model can be written as n the matrix form the 

model as 𝒀 = 𝑿𝜷 + 𝜺  where 𝒀𝒏𝒙𝟏  is the dependent 

variable, 𝑿𝒏𝒙𝟐 represents the independent variables, 𝜷𝟐𝒙𝟏 

is the regression coefficients to be estimated, 𝜺𝒏𝒙𝟏 

represents the errors or residuals.   𝜷 𝑳𝑺 = (𝑿′𝑿)−𝟏𝑿′𝒀   

is estimated regression coefficients using OLS by 

minimizing the squared distances between the observed 

and the predicted dependent variable [11]. To have 

unbiased OLS estimation of  the model, some assumptions 

should be satisfied.  Those assumptions are that the errors 

have an expected value of zero, that the independent 

variables are non-random, that the independent variables 

are linearly independent (nonmulticollinearity), that the 

disturbance are homoscedastic and not autocorrelated.  If 

the independent variables have multicollinearity the 

estimates of coefficient regression may be imprecise. 

 

Ridge Regression (RR) 

 

Ridge regression which introduced by [5] is one methods to 

handle multicollinearity.  Difference from OLS, ridge 

regression provides a biased regression coefficient estimate 

by modifying the least squares method to obtain variance 

reduction by adding a k constant in stabilizing coefficients 

[12].The ridge regression coefficients estimator is 

 𝜷 𝑅 = (𝑿𝑻𝑿 + 𝑘𝑰)−1𝑿𝑻𝒚 
where Y=dependent 

variable  (n x 1), X= independent variable (n x p),  𝜷 𝑅 = 

ridge coefficients (k+1) x 1, I= identity matrix (n x n), k= 

scalar.  It shows that ridge regression is based on the 
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addition of the bias constant k to the diagonal of the  𝑿𝑻𝑿 

matrix, so that the ridge coefficient estimation is influenced 

by the magnitude of the bias constant k, where k values are 

between 0 and 1[7].  To choose an appropriate value of k,  

a graphical method called ridge trace is suggested by [6]. 

The plot graph is based on the individual component value 

of β (k) with the sequence of k (0 <k<1). The k reflects the 

amount of bias in the  𝜷 𝑅  estimator when k = 0 then the 

 𝜷 𝑅  estimator will be equal to  𝜷 𝑂𝐿𝑆 . If k> 0 the ridge 

estimator will be biased against the  but tends to be 

more accurate  than the least squares estimator.  

 

As suggested by [8]and [9] the value of k can be obtained 

by using the generalized cross validation criteria method. 

The simplest benefit of this procedure is to select the best 

model and more stable estimation coefficients by 

minimizing visible GCV through a simple plots between 

generalized cross-validation and k.The GCV formula is 

defined as  

𝐺𝐶𝑉 =
𝑆𝑆𝐸 𝑘

{𝑛−[1−𝑡𝑟𝑎𝑐𝑒 𝑯𝑘 ]}2
 with 

 𝑿 (𝑿′𝑿 + 𝑘𝑰)−1 𝑿′ ≡ 𝑯𝑘  and 

 𝐻𝑘 =  
𝜆𝑗

𝜆𝑗 +𝑘

𝑝
𝑗=1    where 𝑆𝑆𝐸𝑘  =Sum Square Error of  

ridge regression, 𝜆𝑗  = eigen value  j- th, 

k = constanta between 0 and 1, n= sample sizes. 

 

 

Average Mean Square Error (AMSE) 

 

The efficiency of  the method for handling  

multicollinearity will be evaluated  with  the average of 

Mean Square Error (MSE) from the estimated β parameters, 

defined as 

AMSE 𝜷  =
1

𝑚
  𝜷 𝑗 − 𝜷 

2𝑚
𝑗=1      where 𝜷 𝑗   

denotes the estimated parameter in the jth simulation.  The 

AMSE indicates to what extent the slope and intercept are 

correctly estimated, therefore the aim is to obtain an AMSE 

value close to zero. 

 

 

3. METHODS 
The data used in this research is  simulation data with p=8,  

n= 25, 50, 75, 100 and 𝛽0 = 0; 𝛽1 = 𝛽2 =  … = 𝛽8 =
1 with the true model  Y = Xβ + ε.  Following [13], to 

obtain the multicollinearity in each data set, 𝑋𝑝  is generated 

using Monte Carlo’s simulation using formula  𝑋𝑖𝑗 =

(1 − 𝜌2)1/2𝑧𝑖𝑗 +  𝜌𝑧𝑖(𝑝+1) , 𝑖 = 1, 2, … , 𝑛,  𝑗 = 1, 2, … , 𝑝  

where 𝑧𝑖1, 𝑧𝑖2, . . ., 𝑧𝑖(𝑝+1) is generated normally distributed 

(0, 1) and 𝜌 = 0.99  repeated 100 times.  The 

multicollinearity simulation  is done partially and fully in 

the independent variables and evaluate using VIF.  

Dependent variable (𝑌) for each 𝑝 independent variable is 

obtained based on the model 𝒀 = 𝑿𝜷 + 𝜺 with ε 

generated based on the normal distribution N (0, 1) so that  

 

 

 

 

Y is a linear combination of the independent variable p plus 

the error. Generalized cross validation criteria method is 

used to select the best  value of k.  The performance is 

identified by AMSE  of the 𝜷  for RR and OLS. 

 

 

4. RESULTS AND DISCUSSION. 
The initial VIF values of simulated data is designed to have 

a high correlation (𝜌 = 0.99) between 2, 4, 6, and 8 

independent variables.  As a result, VIF of the 

corresponding variables is greater than 10  indicates the 

presence of multicollinearity in the variables.  After 

applying ridge regression for partial or full 

multicollinearity of independent variables,the VIF  drop 

drastically to be less than 10.  It indicates that 

multicollinearity has been very well resolved by ridge 

regression. On the other hand, the OLS methods still have 

partial or full multicollinearity between the corresponding 

variables designed.   

 

To compare the performance of OLS and RR, AMSE of 

both methods are calculated.  The results of AMSE values 

for OLS and RR can be seen in Table 1 and Figure 1-4. 

 
Table 1.  AMSE of OLS and RR for n=25, 50, 75, 100, 200 

 

Number of 

Multicollinearity 

Metho

d 

AMSE 

n 

25 50 75 100 200 

2 independent 

variables 

(x1, x2) 

OLS 1.5 0.6 0.5 0.3 0.1 

RR 0.6 0.3 0.2 0.2 0.1 

4 independent 

variables 

(x1, x2, x3, x4) 

OLS 4.2 1.8 1.1 0.7 0.3 

RR 1.2 0.5 0.3 0.3 0.1 

6 independent 

variables 

(x1, x2, x3, x4, x5, 

x6) 

OLS 7.8 2.6 1.7 0.9 0.5 

RR 
1.4 0.6 0.4 0.2 0.2 

8 independent 

variables 

(x1, x2, x3, x4, x5, 

x6, x7, x8) 

OLS 9.2 3.7 2.2 1.3 0.7 

RR 
1.3 0.7 0.4 0.2 0.2 

 

 

 

 
 

Fig.1.  AMSE of OLS and RR contain multicollinearity in 2 

independent variables 
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Fig.2.AMSE of OLS and RR contain multicollinearity in 4 

independent variables 

 

 
 

Fig.3.AMSE of OLS and RR contain multicollinearity in  6 

independent variables 

 

 
 

Fig.4. AMSE of OLS and RR contain multicollinearity in 8 

independent variables 

 

As seen in Table 1 and Figure 1-4,  the AMSE values of the 

RR are smaller than OLS for n = 25, 50, 75, 100, 200.  

Ridge regression clearly gives better coefficients regression 

estimate than OLS.  Moreover, the sample sizes seem to 

affect the value of AMSE as well.  The AMSE  decreases 

as the number of data increases. Ridge regression performs 

superior to OLS in higher sample sizes even when 

multicollinearity present.  This shows that RR exceeds OLS 

in dealing with either partial or full multicollinearity in the 

multiple regression models being studied.    

 

These results are consistent with previous studies such as 

studies by [14] who compare the performace of OLS, 

LASSO, RR and PCR,  [15] who applied RR in different 

sample sizes and studies by [16] which showed that RR 

estimation method performed better than  OLS in handling 

multicollinearity. Also studies by [17] who applied the 

ridge regression method to the unemployment rate in Iraq. 

the researchers recommended the ridge regression method 

rather than OLS because it provides a better estimate than 

OLS when independent variables are related without 

omitting any of the independent variables.  In addition, RR  

was found to be a better method when the number of 

observations and the number of multicollinearity was 

considerable [18].  

 

5. CONCLUSION 
This study shows that ridge regression is a reliable method 

for dealing with partial or full multicollinearity between 

independent variables in multiple regression models. The 

method exceeds OLS in all cases studied. Ridge regression 

provides a better estimate of regression coefficients 

particularly in large sample size.   
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