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ABSTRACT: This paper presents a multi-objective bacterial foraging-based algorithm (BFA) to solve the 
optimal power flow (OPF) problem. OPF problem has been treated as a multi-objective constrained 

optimization problem. In this paper Different objective functions have been considered in the problem 

formulation, which are fuel emission, power losses, voltage deviation and generation cost considering 

valve effect while there are both continuous and discrete control variables included in the objective 

functions. To handle the multi objective optimization problem, fuzzy strategy is embedded into the 

optimization algorithm. This tragedy has many advantages like eliminating the problem of choosing the 

penalty factors for constraints and behaves them just like objective functions. Other evolutionary algorithm 

which is considered for comparison is conventional particle swarm optimization (CPSO). Simulation 

results on IEEE-30 bus test system show the effectiveness of the proposed approach in solving multi-

objective OPF. 
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1. INTRODUCTION 

Optimal power flow (OPF) has been worked for nearly four 

decades by researcher, since Carpentier presented the well-
defined OPF formulation in the early 1962 [1].  

Classical optimization methods for OPF problems are 

suffering from the issue of initial conditions. They may 

either converge to local optimum solutions or, diverge in 

their solution processes. These classical optimization 

methods are also limited in handling algebraic functions and 

unable to consider dynamic characteristics and to deal with 

differential equations. Various optimization techniques such 

as nonlinear programming (NLP), quadratic programming 

(QP), interior point method (IPM), linear programming and 

hybrid versions, Newton method and sequential 

unconstrained minimization have been implemented to solve 
OPF problem [2-4]. These classical optimization are limited 

to differentiable convex and continues algebraic objective 

functions and constraints and may depend on the specific 

function and/or constraints [5]. On the other hand, due to 

nature of these methods, they might converge to local 

solutions and fail to achieve the global one [6]. Furthermore, 

as the objective function complexity increases, these 

methods become more unreliable.  

Since 1993, some of these drawbacks have been eliminated 

by modifying and improving some of classical approaches 

and using new category of optimization tools. Modern 
heuristic optimization techniques such as evolutionary 

algorithms have been successfully applied to many power 

system optimization problems already. Therefore to 

overcome these difficulties in optimization, the application 

of modern heuristic methods is suggested. Evolutionary 

algorithms (EAs) [7-10],  Simulated Annealing (SA) [11], 

Artificial Neural Network (ANN) [12-15] and Tabu Search 

Algorithm (TSA) [16], dual-type method [17, 18], mean 

field theory [19] and ordinal optimization theory [20].  

Recently, EAs such as genetic algorithms (GAs), particle 

swarm optimization (PSO), Differential evolutionary (DE) 
and bacterial foraging-based algorithm (BFA) have made 

more contributions to solve OPF problem than other 

methods.  

Although GA discovers the promising regions of search 

space quickly, it has two usual drawbacks: exploitation 

inability and premature convergence [21]. PSO algorithm is 

a swarm intelligent technique inspired by food searching 

behavior of bird flocking [22, 23]. This algorithm has been 

widely used in various fields of power system such as active 

power control [24], reactive power and voltage control [25-

27], power loss optimization [28] and voltage stability 

improvement. DE algorithm is a simple population based 
evolutionary algorithm [29]. DE is also used to solve 

problems in power system [30, 31]. DE extracts the 

differential information (i.e., distance and direction 

information) from the current population of solutions to 

guide its further search. However, DE has no mechanism to 

extract and use global information about the search space 

[32].  

In this paper, a new solution for OPF problem known as 

bacterial foraging-based algorithm (BFA) is proposed. BFA 

is a meta-heuristic optimization method which has been 

recently proposed [33, 34]. BFA combines the benefits of the 
genetic-based memetic algorithms (MAs) and the social 

behavior-based PSO algorithm [35]. The algorithm is based 

on foraginr behavior of E.coil bacteria present in human 

intestine. 

The rest of this paper is organized as follows: Section 2 

presents the mathematical formulation of OPF problem. In 

section 3, BFA optimization is described in detail. 

Simulation results are given in section 4. Finally, 
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conclusions are presented in section 5.  

 

2. PROBLEM FORMULATION 

The objective functions (F), and constraints of OPF 
problem (g), can be mathematically modeled as follows: 

 

( , )

( , ) 0

( , ) maxmin

Min F X U

g X U

h h X U h

 

 

 
           (1) 

where X


and U


denotes the state and control variables 

respectively. The state vector includes bus voltage 
magnitudes VL and generator reactive power QG, i.e., 

[ ]TL GX V Q


. The control variable vector consists of 

injected active power PG, generator terminal voltage VG, 

transformer tap ratio Tk and reactive power injection of 

capacitor banks Qc, i.e., [ ]TG G R CU P V T Q


. 

2.1. Objective Function 
The studied objective functions in this paper present the fuel 

cost and fuel emission of generation, active power loss and 

voltage deviation which are described as follows: 

i. Fuel cost 

The aim of first objective function is to optimize the fuel 

cost of generators. This function can be presented as follows: 

2 $( )
1

N
F a b P c Pi i i i i hi

        (2)           

where ai, bi, ci are the fuel cost coefficients, Pi is the injected 

active power at bus i (p.u.), and N is the Number of PV 

buses. 

To consider the valve point loading effect in this objective 
function, () should be modified in this manner [2], [35]:  

 

2 min $[ sin( ( ))]
1

N
F a b P c P e f P Pi i i i i i i i i hi

  (3) 

where ei, fi are the valve effect coefficients. 

ii. Power Loss 
The second objective function tends to minimize the active 

power loss in the transmission network which can be 

described as: 

2 2
2 cos( )

1

N
L

P g V V V Vi j i j i jL kk
    (4) 

where gk  is the conductance of  branch k (p.u.), Vi is the 

voltage magnitude of bus i (p.u.), i  is the angle of bus 

i(rad), and NL is the number of transmission Lines. 

iii. Fuel emission 
The following equation describes the equation of the third 

objective function: 

2

1

N
tonE P Pi i i i i hi

              (5) 

where αi, βi, γi are the fuel emission coefficients. 

iv. Voltage Deviation 
The last objective function of this paper is to minimize the 

deviation of bus voltages from a pre-specified reference 

value. In this paper, 1 p.u. is assigned to reference voltage: 

1

N
d sp

D V Vi i
i

                       (6) 

where Nd is the  number of PQ buses and Vi
sp is pre-

specified value of bus voltage. 

 

2.2. CONSTRAINTS 

Equality constraints of this optimization problem are the 

active and reactive power flow equations as follows: 

cos( ) 0
1

cos( ) 0
1

n
P P V V Yi j ij ij i jDi i j

n
Q Q V V Yi j ij ij i jDi i j

   (7) 

where θij is the angle of admittance between buses i and j 
(rad) θij, |Yij| is the magnitude of admittance between buses 

i and j, PDi is the demanded active power at bus i (p.u.), Qi is 

the Injected reactive power at bus i (p.u.), QDi is the 

demanded reactive power at bus i (p.u.), and n is the number 

of total buses. 

Inequality constraints consist of discrete and continuous 

constraints: 

i.    Continuous constraints: 
Active and reactive power output and voltage magnitude at 

each bus of generators are given by: 

min max

min max

P P P
i i i

Q Q Q
i i i

                           (8) 

Voltage magnitude of non-generative buses and transmission 

lines loading are given by: 
 

min max

max

V V Vi i i

S SL Li i

                          (9) 

where SL is the transmission line loading . 

ii.  Discrete constraints 
Transformer tap ratio and switchable VAR compensation are 

limited to: 
min max

min max

i i i

i i i

C C C

T T T

Q Q Q
                        (10) 

where Ti is the transformer tap ratio. 

 
3. FUZZY OPTIMIZATION TECHNIQUE 

The multi-objective problem is generally solved by three 

types of methods. One is pareto-based approach to get a set 

of non-dominated solutions in the process of optimization. 

Second is the coefficient method and the last method is 

transforming the multiple objective function into a single 
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objective model and treating it through single objective 

strategies [36]. In the method developed by Bellman and 

Zadeh [37] , the single objective problem is achieved by 

maximizing the minimum degree of satisfaction among the 

membership functions. The fuzzy decision is marked out due 

to the intersection of fuzzy objectives and fuzzy constraints. 
The first operation is the fuzzification process of the merged 

objective function and the constraints. In this procedure, two 

type of function μ(x) are defined for each objective function 

and constraint, as shown in figure 1. In these figures, 

Minimum value for each objective is obtained by single 

objective optimization and the maximum value is specified 

by the initial value. In this technique, it is possible to change 

the effectiveness of any objective function by reducing or 

increasing its specified maximum value. In other words, 

when the specified maximum value of an objective function 

decreases, it is considered more important in the 

optimization than the previous state and vice versa. These 
membership functions are initially combined by “and” 

operator (minimum). The following equation illustrates this 

procedure: 

 ( ) min( ( ), ( ),..., ( ), ( ),...)1 21 2x x x x xD c cf f     (11)  

where μD(x) represents the membership function of the 

optimal decision function. 

The membership values express the degree of satisfaction 

for each objective. High objective is given a low value, 

though low objective is assigned a high value. Hence, the 
multi objective problem can be transformed into the 

following maximization problem subject to a crisp constraint 

set: 

max ( , ) . . ( , ) 0 , ( , ) 0x u s t H x u C x uD    (12) 

4. BACTERIAL FORAGING-BASED ALGORITHM 

Natural selection tends to eliminate animals with poor 

"foraging strategies" and favor the propagation of genes of 
those animals that have successful foraging strategies as they 

are more likely to enjoy reproductive success. After many 

generations Poor foraging strategies are either eliminated or 

shaped in to good ones (reformed). 

Bacteria foraging is one of the most recent evolutionary 

algorithms that is inspired by E.coil bacterium behavior 

which lives in human body.  

The E.coil bacterium has a fascinating control system 
(guidance system) that enables it to look for food and try to 

avoid noxious substances. 

The E.coil bacterium foraging mechanism consists of four 

general parts. In BFA, many characteristics of real E.coil are 

ignored to provide a simpler algorithm. Four general 

processes of E.coil foraging mechanism are chemotaxis, 

swarming, reproduction and elimination and dispersal 

events.  

In this section, the BFA originally developed in [33] is 

presented. To do so, first the main parts of foraging 

mechanism are clarified and then, the implemented 

algorithm is described in detail. 

4.1. Chemotaxis  
The activity in which the bacteria gather in the nutrient-rich 

areas due to their inherent tendency is called "chemotaxis". 

This process if defined by a tumble that may be follows by 

swimming. To represent a tumble, a unit length random 

direction, say Φ(j), is generated; this will be used to define 

the direction (tumbling) in the entire lifetime of the 

bacterium. Also, a vector like C(i) is generated to define the 

size of the step taken in the specified random direction. 

Now, a tumble can be described as follow: 

, 1, , , , ,   B i j k l B i j k l C i j    (13) 

   where B(i,j,k,l) represent the ith bacterium at jth  
chemotactic, kth reproductive, and lth elimination and dispersal 
step. If at B(i,j+1,k,l) the fitness is better (higher) than at B(i,j,k,l), 
then another step of size C(i) in this same direction will be taken 
and again, if that step resulted in a 
 

 
Figure. 1.  Membership functions of objective functions and constraints 
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position with a better cost value than at the previous one, 

another step is taken. This swim continued as long as it 

continues to increase the fitness but only up to maximum 

number of step, Ns.  

4.2. Swarming 
It is always desired that the bacterium that has searched the 
optimum path of food should try to attract other bacteria so 

that they reach the desired place more rapidly. Swarming 

makes the bacteria congregate into groups and hence move 

as concentric patterns of groups with high bacterial density. 

Let dattract=0.1 be the depth of the attractant released by the 

cell and wattract=0.2 be a measure of the width of the 

attractant signal. The cell also repels a nearby cell in the 

sense that it consumes nearby nutrients and it is not 

physically possible to have two cells at the same location. To 

model this, we let hreplient=dattract be the height of the 

repellant effect (magnitude of its effect) and wattract= 0.2 be 
a measure of the width of the repellant. Finally 

( ( , , , ), ( , , )) ( ( , , , ), ( , , , ))
1

2
exp ( )

1 1

2
exp ( )

1 1

N
b i

J B n j k l B j k l J B n j k l B i j k l
CC i CC

N Nb v n i
d w m mattract attracti m

N N
b b n i

h w m mattractrepellanti m

 (14) 

where Jcc(θ,p(j,k,l)) is the cost function value to be added to 

the actual cost function to be minimized  to present a time 

varying cost function, Nb is the total number of bacteria, Nv 

is the number of variables to be optimized that are present in 

each bacterium and 
i

j  is the jth variable of the ith 

bacterium. 

4.3. Reproduction 
After Nc chemotaxis steps, a reproduction step is taken. Let 
Nre be the number of reproductions steps. It is assumed that 

half of the populations have had sufficient nutrients so they 

can split in two (reproduce) and the least healthy bacteria 

die. This makes the population of bacteria constant. 

4.4. Elimination and dispersal 
It is possible that in the local environment, the life of a 

population of bacteria changes either gradually by 

consumption of nutrients or suddenly due to some other 

influence. Events can kill or disperse all the bacteria in the 

region. They have the effect of possibly destroying the 

chemotactic progress, but in contrast, they also can assist it, 

since dispersal may place bacteria near good fitness position. 
Elimination and dispersal help in reducing the behavior of 

stagnation i.e., being trapped in premature solution point or 

local optima. Elimination and dispersal help to avoid getting 

in to local minimum optima. 

Now the algorithm of BF which is shown in figure 2 can 

be described as follows: 

i. Initialization: 

The parameters of optimization must be determined before 

the procedure begins. Each parameter is set according 

to the OPF problem in this study as shown in table 1. 

 

 

 

Figure 2.  Flow chart of the BFA. 
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 ii. Iterative procedure of optimization: 
The BF iterative mechanism is described for optimization 

purpose: 

1. j=k=l=0 

2. Generate the initial B(i,1,1,1) randomly within 

feasible space for i=1,…,Nb 

3. Elimination and dispersal loop: l=l+1 
4. Reproduction loop: k=k+1 

5. Chemotaxis loop: j=j+1 

a) For i=1,…,Nb, calculate cost function value for each 

bacterium as follows: 

b) ( , , , ) ( , , , ) ( ( , , , ), ( , , ))
SW cc

J i j k l J i j k l J B i j k l B j k l

 

c) Save Jsw since a better cost might be found: Jlast=Jsw 

d) Tumble:  

Generate a random vector Δ with each element Δ 

(m) m=1,.., Nv a random number on [-1,1]. 

e) Let 
( , 1, , ) ( , , , ) ( )

T
B i j k l B i j k l C i

 

f) Calculate J(i,j+1,k,l) and let 

( , , , ) ( , , , ) ( ( , , , ), ( , , ))
SW cc

J i j k l J i j k l J B i j k l B j k l

 

g) Swim: 

i. Let m=0 

ii. While M<Ns 

iii. If Jsw<Jlast , let Jlast=Jsw, m=m+1 and 

( , 1, , ) ( , 1, , ) ( )
T

B i j k l B i j k l C i
 

iv. Calculate J (I, j+1, k, l) again. 

v. Else, m=Ns, end of while statement. 

h) Go for next bacterium. End of for statement. 

6. If j<Nc go to step 3. 

7. Reproduction: 

a) For each bacterium, let Ji
health=sum{Jsw(i,j,k,l) s.t. 

j=1,…,Nc}. Sort bacteria in order of ascending 

cost Jhealth(higher cost means lower health). 

b) Half of the bacteria with highest Jhealth die and 

the other half will split and the copies are 

placed in the same place as their parent. 
8. If k<Nre go to 2.  

9. Elimination and Dispersal: 

Eliminate and disperse each bacterium with Ped probability. 

To do so, if one eliminates a bacterium, simply disperse it to 

a random location in the feasible space. 

Figure 2 illustrates the BF algorithm. This should be noted 

that in the implementation of this algorithm in the defined 

OPF problem, cost function is actually -µD calculated in 

equation (11). So, as this algorithm tries to minimize this 

cost function, equation (12) is being approached. 

TABLE. 1. 
 PARAMETERS OF BACTERIA FORAGING ALGORITHM 

Parameter Value Description 

Nb 100 Number of Bacteria 

Nv 18 Number of variables 

Ns 4 Limit of swimming length 

Nc 15 Number of chemotaxis iterations 

Nre 2 Number of reproduction iterations 

Ned 2 Number of elimination and dispersal iterations 

Ped 0.03 Probability of elimination and dispersal 

B(i,j,k,l) Random values 
within feasible space 

Vector of ith bacterium in jth reproduction step of the kth 
chemotaxis step of the lth elimination and dispersal step 

C(s) (Length of feasible  
space of sth variable)/Nb 

Size of tumble and swimming of sth variable 

   

 
5. SIMULATION RESULTS 

To evaluate the proposed algorithm, BFA is applied to IEEE 

30-bus power system. The topology and data of this system 

can be found in [38] or can be obtained from the authors. 

5.1. Experimental Setup 

Conventional particle swarm optimization (CPSO) is applied 

and compare with BFA with regard to the performance and 

compatibility in OPF problem. The parameters of these 

algorithms are depicted in table 2. The algorithms have been 

run for 50 independent times. The maximum number of 

iterations in each algorithm is 100. The population size of 

PSO is chosen 95.  

MATLAB 7.6 software is used to simulate these algorithms 
with a Pentium IV E5200 PC with a 2 gigabyte RAM. 

TABLE 2. 

 PARAMETERS OF APPLIED ALGORITHMS 

PSO Parameters CPSO    

Inertia Weight (w) 1    

Learning Factor c1 2    

Learning Factor c2 2    



 ISSN 1013-5316; CODEN: SINTE  8 Sci.Int.(Lahore),26(3),1057-1064,2014 

 
July-August, 2014 

 

1062 

 
TABLE 3.  

VARIABLE LIMITS OF IEEE 30-BUS POWER SYSTEM (P.U.) 

Limits of Voltages  
min

G
V 

max

G
V 

min

L
V 

max

L
V 

0.95 1.1 0.95 1.1 

Limits of Tap Setting and Reactive Power Sources 
min

R
T 

max

R
T 

min

C
Q 

max

C
Q 

0.9 1.1 0 0.36 

Limits of Reactive Power of Generators 

Bus 1 2 5 8 11 13 

min

G
Q 

-
0.298 

-
0.24 

-0.3 
-

0.265 
-

0.075 
-0.078 

max

G
Q 0.596 0.48 0.6 0.53 0.15 0.155 

 

 

Figure 3. Bus Voltages in p.u. 
 

5.2. IEEE 30-bus 

The IEEE 30-bus system consists of 48 lines, 6 generators 

and 2 capacitor banks [38]. There are 4 tap setting 

transformers installed. Except 6 PV buses, all other buses are 

PQ buses. The control variable vector includes 6 generator 

voltages, 4 transformer taps and 3 capacitor banks. Table 3 

shows the variable bounds. As mentioned before, the 

transformer taps and capacitor banks reactive power are 

discrete variables with the step size of 0.01 p.u. Table 4 
illustrates the best OPF results through 50 runs for two 

algorithms. As this table shows, BFA has lead to lower fuel 

cost and emission and lower power losses and an acceptable 

voltage deviation. Hence, it is shown that BFA leads to 

better results, in comparison with the other algorithm. To 

demonstrate the results perfectly, the final values of 30 bus 

voltages and the final reactive power values of six generators 

are drawn in figures 3 and 4 respectively. It can be observed 

 that all boundary conditions for the variables have been met.  

The fitness value (fuzzy index) versus the number of 

iterations is also plotted for two algorithms in figure 5. In 

this figures BFA results in better convergence than the other 

algorithm. 

Due to random property of the heuristic algorithms in initial 

solutions, the more trials with diverse initial vectors are 
generated the more trust-worthy results will be obtained. The 

performance of the employed algorithms from this viewpoint 

is shown in table 5 after 50 independent runs. 

 
TABLE 4. 

 THE BEST OPF RESULTS THROUGH 50 RUNS FOR TWO 
ALGORITHMS (P.U.) 

Variable CPSO BFA 

PG1 34.24424849 75.961549547 

PG2 45.03679624 54.462830670 

PG5 0 22.329767252 

PG8 73.826053450 50.504520809 

PG11 0.0528203963 17.613254911 

PG13 27.678512390 0.66671036114 

VG1 1.0378273788 1.016711395 

VG2 1.0380426076 1.009083350 

VG5 1.0087524718 0.998381162 

VG8 1.0422658485 1.033933378 

VG11 1.0169440126 1.018480008 

VG13 1.0651053439 1.053041589 

Q5 19 17 

Q24 4 1 

TR(6-9) 1.01 0.91 

TR(6-10) 1.07 1.01 

TR(4-12) 0.99 1.04 

TR(28-27) 1.06 1.08 

Convergence 
Time 

389.4641975 378.32112 

Fuel Cost 855.738245 833.5595574 

Fuel Emission 433.745208 424.5148646 

Power Losses 3.388399241 3.381690518 

Volt Deviation 0.227762066 0.071559343 

Fuzzy Index 0.8259762340 0.838307019 
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Figure 4. Reactive power of generators. 
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Fig.ure 5. Iterative convergence of different algorithms 

 

 

CONCLUSION 
In this paper, a multi-objective optimal power flow was 

formulated. The problem was solved using a proposed multi-

objective BFA. Since this algorithm has never been applied 

in this problem, this paper shows its capability. Then, to 

handle the multi-objective problem; fuzzy strategy is 

embedded into the optimization algorithm. . A pseudo goal 

function derived on the basis of the fuzzy sets theory gives a 
global performance index of the problem, eliminating the 

use of weighing coefficients or penalty terms. Four objective 

functions including cost and emission of generator’s fuel, 

network losses and the voltage deviation of PQ buses are 

considered simultaneously to perform the best possible 

dispatch. When this multi-objective technique converted all 

four objective functions and the constraints into a single 

objective function, BFA will solved the mixed-integer 

optimization. Then this single-objective case was simulated 

using the standard IEEE-30 bus test system. Comparison of 

case study results with conventional particle swarm 
optimization (CPSO) showed that the proposed BFA has 

shown better result and fast convergence in solving the 18 

variable problems with regard to solution quality.  

Thus, this study shows that BFA can be a serious competitor 

beside the rest of EA algorithms in OPF problems.  
TABLE 5. 

COMPARISON OF OPTIMIZATION RESULTS IN THE IEEE 
30-BUS 

Compared item CPSO BFA 

Worst Fitness 0.432559349 0.796367253 
Best Fitness 0.825976234 0.838307019 

Mean Fitness 0.698407597 0.818768824 

 

REFERENCES 

[1] Carpentier, “Contribution e létude do Dispatching 

Economique”, Bull. Soc. Franc. Elect., 8(3): 431–447 

(1962). 

[2] Momoh, J. A. El-Hawary, M. E. Adapa, R. “A review 

of selected optimal power flow literature to 1993 I: 

Nonlinear and quadratic programming approaches”, 

IEEE Trans. Power Syst., 14: 96-104 (1999). 

[3] Momoh, J. A. El-Hawary, M. E. Adapa, R. “A review 
of selected optimal power flow literature to 1993. II. 

Newton, linear programming and interior point 

methods”, IEEE Trans. Power Syst., 14(1):  105-111 

(1999). 

[4] Vlachogiannis, J. G. Lee, K. Y. “A comparative study 

on particle swarm optimization for optimal steady-

state performance of power systems”, IEEE  Trans. 

Power Syst., 21(4): 1718-1728 (2006).  

[5] AlRashidi, M. R. El-Hawary, M. E. “Hybrid particle 
swarm optimization approach for solving the discrete 

OPF problem considering the valve loding effects”, 

IEEE trans. on Power Syst., 22(4):  2030-2038 (2007). 

[6] Avriel, M. Golany, B. Mathematical programming for 

industrial Engineers. New York: Marcel Dekker 

(1996). 

[7] Yang, H. T. Yang, P. C. and Huang, C. L. 

“Evolutionary programming based economic dispatch 

for units with nonsmooth fuel cost function”, IEEE 

Trans. Power Syst., 11(1): 112-118 (1996).  

[8] Yuryevich, J. Wong, K. P. “Evolutionary 
programming based optimal power flow algorithm”, 

IEEE Trans. Power Syst., 14(4): 1245-1250 (1999).   

[9] Venkatesh, P. Gnanadass, R. Padhy, N. P. 

"Comparison and application of evolutionary 

programming techniques to combined economic 

emission dispatch with line flow constrained”, IEEE 

Trans. Power Syst., 18(2): 688-697 (2003).  

[10] Abido, M. A. “Environmental/economic power 

dispatch using multiobjective evolutionary algorithm”, 

IEEE trans. Power Syst., 18(4): 1529-1537 (2003).  

[11] Wong, K. P. Fung, C. C. “Simulated annealing based 

economic dispatch algorithm”, Proc. Inst. Elect. Eng., 
Gen., Transm., Distrib., 140(6): 509-515 (1993).  

[12] Park, J. H. Kim, Y. S. Eom, I. K. Lee, K. Y. 

“Economic load dispatch for piecewise quadratic cost 

function using Hopfield neural network”, IEEE Trans. 

Power Syst., 8(3): 1030-1038 (1993).  

[13] Kumar, J. Sheble, G. B. “Clamped state solution of 

artificial neural network for real-time economic 

dispatch”, IEEE Trans. Power Syst., 10(2): 925-931 

(1995).  



 ISSN 1013-5316; CODEN: SINTE  8 Sci.Int.(Lahore),26(3),1057-1064,2014 

 
July-August, 2014 

 

1064 

[14] Su, G. T. Chiou, G. J. “A fast-computation Hopfield 

method to economic dispatch of power systems”, 

IEEE Trans. Power Syst., 12(4): 1759-1764 (1997).  

[15] Yalcinoz, T. Short, M. J. “Neural networks approach 

for solving economic dispatch problem with 

transmission capacity constraints”, IEEE Trans. 
Power Syst., 13(2): 307-313 (1998).   

[16] Kulworawanichpong, T. Sujitjorn, S. “Optimal power 

flow using tabu search”, IEEE Power Eng. Rev.,  22: 

37-40 (2002). 

[17] Lin, C. H. Lin,  S. Y. “A new dual-type method used 

in solving optimal power flow problems”, IEEE 

Trans. Power Syst., 12(4): 1667-1675 (1997).  

[18] Lin, C. H. Lin, S. Y. Lin, S. S. “Improvements on the 

duality based method used in solving optimal power 

flow problem”, IEEE Trans. Power Syst., 17(2): 315-

323 (2002). 

[19] Chen, L. Suzuki, H. Katou, K. “Mean field theory for 
optimal power flow”, IEEE Trans. Power Syst., 12(4): 

1481-1486 (1997).  

[20] Lin, S. Y. Ho, Y. C. Lin, C. H. “An ordinal 

optimization theory-based algorithm for solving the 

optimal power flow problem with discrete control 

variables”, IEEE Trans. Power Syst., 19(1): 276-286 

(2004).  

[21] Dai, C. Chen, W. Zhu, Y. Zhang, X. “Reactive power 

dispatch considering voltage stability with seeker 

optimization algorithm”, Int. J. Elect. Power Energy 

Syst., 79(10): 1462-1471 (2009).  
[22] Kennedy J. Eberhart, R. “Particle swarm 

optimization”, in Proc. IEEE Int. Conf.  Neural 

Networks, pp. 1942-1948 (1995). 

[23] Kumari M. S. Sydulu, M. “Improved particle swarm 

algorithm applied to optimal reactive power control”, 

in Proc. IEEE Int. Conf. Industrial Technology, pp. 

1873-1878 (2006). 

[24] Yoshida, H. Kawata, K. Fukuyama, Y. Takayama, S. 

Nakanishi, Y. “A particle swarm optimization for 

reactive power and voltage control considerin voltage 

security assessment”, IEEE Trans. Power Syst., 15(4): 

1232-1239 (2000).  
[25] Vlachogiannis J. G. Lee, K. Y. “A comparactice study 

on particle swarm optimization for optimal steady-

state performance of power systems”, IEEE Trans. 

Power Syst., 21(4): 1718-1728 (2006).  

[26] Esmin, A. A. A. Lambert-Torres, G. Zambroni de 

Souza, A. C. “A hybrid particle swarm optimization 

applied to loss power minimization”, IEEE Trans. 

Power Syst., 20(2): 859–866 (2005).  

[27] Cai, G. Ren, Z. Yu, T. “Optimal reactive power 

dispatch based on modified particle swarm 

optimization considering voltage stability”, in Proc. 
IEEE Power Eng. Soc. General Meeting, pp. 1-5, 

(2007).  

[28] Langdon W. B. Poli, R. “Evolving problems to learn 

about particle swarm and other optimizers”, in Proc. 

IEEE Congr. Evolutionary Computation, pp. 81-88 

(2005). 

[29] Varadarajan M. Swarup, K. S. “Differential 

evolutionary algorithm for optimal reactive power 

dispatch”, Int. J. Elect. Power Energy Syst., 30(8):  

435-441(2008). 

[30] Liang, C. H. Chung, C. Y. Wong K. P. Duan, X. Z. 

“Parallel optimal reactive power flow based on 
cooperative co-evolutionary differential evolution and 

power system decomposition”, IEEE Trans. Power 

Syst., 22(1): 249-257 (2007).  

[31] Chiou, J. P.  Chang, C. F. Su, C. T. “Capacitor 

placement in large-scale distribution systems using 

variable scaling hybrid differential evolution”, Int. J. 

Elect. Power Energy Syst., 28(10): 739-745 (2006).  

[32] Sun, J. Zhang, Q. Tsang, E. P. K. “A new evolutionary 

algorithm for global optimization”, Progress in 

Natural Science, 169(3-4): 249-262 (2005).  

[33] Passino, K. M. “Biomimicry of bacterial foraging for 

distributed optimization and control”, IEEE Control 
Syst. Mag., 22(3): 52-67 (2002). 

[34] Tripathy M. Mishra, S. “Bacteria Foraging-Based 

Solution to Optimize Both Real Power Loss and 

Voltage Stability Limit”, IEEE trans. Power Syst., 

22(1): 240-248 (2007). 

[35] Walters, D. C. Sheble, G. B. “Genetic algorithm 

solution of economic dispatch with valve point 

loading”, IEEE Trans. Power Syst., 8(3): 1325-1332 

(1993).   

[36] Zhang, W. Liu, Y. “Multi-objective reactive power 

and voltage control based on fuzzy optimization 
strategy and fuzzy adaptive particle swarm”, Int. J. 

Elect. Power and Energy Syst., 30(9): 525-532 (2008).   

[37] Bellman,R. E. Zadeh, L. A. “Decision-making in a 

fuzzy environment”, Manage Sci., 17(4): 141-164 

(1970).  

[38] The IEEE 30-Bus Test System. [Online]. Available: 

http://www.ee.washington.edu/research/pstca/pf30/pg

_tca30bus.htm 

 


