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Abstract: The purpose of this exploration is to construct optimization models of two bar bracket alongside stress constraints. 

The derivative free methods Nelder-Meed Method, Hooke-Jeeve Method and Multidirectional Search Methods are used to 

solve model. Penalty functions are used to eliminate constraints. Then constrained optimization model is changed into 

unconstrained model.  Finally discuss the comparison and efficiency of these methods through MATLAB Programming. 

Keywords: derivative free methods, penalty function, unconstrained optimization, structural optimization problem 

 

1. INTRODUCTON 
In real world problems decision making is very important, 

when many possible solutions are there and we choose best 

one through optimization. Scientific optimization has vital 

part in choice sciences and in dissection of physical 

framework. 

Mathematical optimization is maximization or minimization 

of objective function subject to constraints. Real world 

problems are often nonlinear and large. Financial problems 

have hundreds of thousands of variables and constraints. 

Many engineering problems can be solved more accurately as 

their discretization become finer and problem size larger. 

Following are basic techniques of optimization [1]. 

 Derivative based 

 Derivative free  

 Evolutionary 

The main techniques of optimization, namely, derivative 

based method and derivative free method (direct search) are 

being used frequently. Among the direct search methods we 

focused on Nelder-Mead (NM) method [2, 6], Hooke-Jeeves 

(HJ) method and Multi-Directional Search (MDS) Method. 

All the methods are designed for unconstrained optimization 

problems. These methods can be applied by transforming  

The structures of the penalty function along with the rules for 

updating the penalty parameters at the close of each 

unconstrained minimization stage define the particular 

method. The penalty function is exact if only one 

unconstrained minimization is required. 

2. MATERIAL AND METHODS 
2.1 Nelder- Meed Simplex Method  

Reflection: Reflection take place when x
G
 ≥ x

R
 > x

B
.  

 
Fig 1: Reflection for Nelder- Meed Simplex Method 

Expansion: Expansion take place when x
G
 ≥ x

B
 > x

E
.

Hooks-Jeeves and Nelder-Mead utilized before this 

technique. At last the greater part of the direct search 

technique are not difficult to utilize, straightforward and 

simple to make them into unconstrained optimization 

problems by using penalty function. For the constrained 

optimization problems  

The original constrained problem is transformed into 

unconstrained optimization problems by using penalty 

function [8-10]. The direct search technique is utilized by the 

certainty the choice making procedure is focused around 

exclusively on function esteem data.  
It shall assume throughout that an initial estimation of the 

solution is available. This initial estimate may or may not be 

feasible. We discuss algorithms that generate a sequence of 

points. Approximate stationary points of an associated 

unconstrained function called a penalty function [3].  

The performance of Nelder-Mead method and Hooke-Jeeves 

methods vary as the nature of the feasible region and the 

response surface of the objective function changes. 

 
Fig 2: Expansion for Nelder- Meed Simplex Method 

Outer contraction: Outside contraction take place when   x
W

 

≥ x
R
 > x

G
. 

 
Fig 3: Outer contraction for Nelder- Meed Simplex Method 

Inner contraction: Inside contraction takes place when 

 x
R
 ≥ x

W
. 
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Fig 4: Inner contraction for Nelder- Meed Simplex Method 

Shrink: At the point when all the function values are greater 

than the function value best case scenario point then shrink 

exist 

 
Fig 5: Shrink for Nelder- Meed Simplex Method 

2.2 Hook- Jeeves Method 

This method works with two types of moves [4]. 

 Exploratory move 

 Pattern move 

Exploratory move: The move which is performed at the 

current base point xc to investigate the conduct of the 

objective function in the area of xe is called an exploratory 

move [5]. 

 
Fig 6: Exploratory move for Hook- Jeeves Method 

Pattern move: A fruitful exploratory move gives two 

focuses. One of these is beginning base point x b and the other 

point is x. 

 
Fig 7: Pattern move for Hook- Jeeves Method 

2.3 Multi-directional search Method 

Any iteration in multi-directional search calculation we take 

N + 1 point. Which characterize in deteriorate simplex [7]. 

The system utilizes the accompanying operations:-  

 reflection  

 expansion  

 inner Contraction 

Reflection: In the wake of reflecting the first simplex 

through the best point give another simplex. 

 
Fig 8: Reflection for Multi-directional search Method 

Expansion: We expand the reflected simplex by doing the 

length of two times of each edge along reflected simplex for 

this one of the reflected point < best point. 

 
Fig 9: Expansion for Multi-directional search Method 

Inner contraction: If the function value of the reflect point 

  function value of best point then inner contraction has done 

at the best point by doing half the length of each edging. 

 
Fig 10: Inner contraction for Multi-directional search Method 

 

3. STRUCTURAL OPTIMIZATION PROBLEM 
Consider a two bar truss. The bars 1 and 2 have same length. 

We have to minimize the mass under stress constraint. The 

design variables are the cross sectional areas        . The 

objective function is 

    ( )  (      )   
In this problem 

x3 = Outer diameter of Bar 1 

x4 = Inner diameter of Bar 1 

x5  = Outer diameter of Bar 2 

x6 = Inner diameter of Bar 2 

And  

    = height of bracket 

    = span of bracket 

Here due to symmetry 
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x3 = x5 and x4 = x6 

For Bar 1  

Outer Radius ro = 
  

 
 

Inner Radius ri = 
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For Bar 2 

Outer Radius ro = 
  

 
 

Inner Radius ri = 
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M =      (    +  )] 

Putting the value of A1 and A2 in above formula 
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Which is our objective function i.e. total mass of two bar 

bracket  
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Now we find the Bar stresses 

From the last Figure we have 

For horizontal forces 
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Putting the values of sin  and cos  in above horizontal forces 
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From (1) and (2) 
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Put the design variable          , we have 
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In this problem bar stresses are involved, which are denoted 

by    for bar 1 and    for bar 2 
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Now constraints are 

Stress constraint for bar 1 is 
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]     

Stress constraint for bar 2 when in tension is 
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Stress constraint for bar 2 is 
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]     

W= 25000N and       
TARGET 

Our target is to minimize the total mass of two bar bracket 

Objective function 

Minimize total mass of bars 
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Subject to constraints 
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(stress constraint for bar 1) 
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 (stress constraint for bar 2 when bar is in tension) 
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(stress constraint for bar 2) 

                            
Our final model becomes 
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4. RESULTS AND DISCUSSION  
The result which obtained from two bar bracket by applying 

NM method is that, by taking the initial guess from 1 to 12. 

Many points are being checked between these ranges. We get 

many solutions; it does not show consistent performance but 

got a convergent point. So final solution which is feasible as 

it satisfy all constraints. The function value is 7.97       at 

the points (0.9820,-0.4575, 0.4176, -0.3191, -0.1836, and 

0.8936). 
Table-1: Result of two bar by applying Nelder-Mead Method 

Initial 

guess 

Function 

value 
Final point 

Function 

value 

Iteration 

Count 

(12, 1.5, 1, 

7.5, 1.5, 8) 
-4.2762X1010 

(0.9820, -0.4575 

0.4176, -0.3191,  

-0.1836, 0.8936) 
7.97 X107 95 

The result which obtained from a two bar bracket by applying 

HJ method is that, by taking the initial guess from 1 to 12 . 

Many points are being checked between these ranges. HJ 

searches local optimum. We get many solutions; it does not 

show consistent performance but final solution which is 

feasible as it satisfies all constraints. The function value is -

6.321     at the points   (363, 352.5, 0, 358.5, 0.5, and 359) 
Table-2: Result of two bar by applying Hooke-Jeave’s Method 

Initial 

guess 

Function 

value 
Final point 

Function 

value 

Iteration 

Count 

(12, 1.5, 1, 

7.5, 1.5, 8) 
-4.2753X1010 

(363, 352.5, 0, 

358.5, 0.5,359) 
-6.321     25 

The result which obtained from two truss bar bracket by 

applying MDS method is that, by taking the initial guess from 

-1 to 20.many points are being checked between this 

ranges.MDS searches the local optimum. We get many 

solutions; it does not show consistent performance but got a 

convergent point. So final solution which is feasible as it 

satisfy all constraints. The function value is-3.299177      

at the points (12.898,-0.021, 1.195, 18.652, 1.315, 8.54 

Table-3: Result of two bar by applying MDS Method 

Initial 

guess 

Function 

value 
Final point 

Function 

value 

Iteration 

count 
(10, -0.1, 

2, 20, 

1.5, 9) 

 

-4.2753 X107 

(12.898, -0.021, 

1.195, 18.652, 

1.315, 8.548) 
-3.2991X107 100 

Nelder and Meed Search method is better than the other two 

methods because it gives global optimum while other two 

methods give local optimum. But Hooks and Jeeves gives 

less number of iterations other than two methods. 

 

5.  CONCLUSION 
We have applied MDS method, HJ method and NM method 

to solve two bar bracket optimization problem. These 

methods are also implemented in MATLAB on formulated 

problems by many times by choosing different step size and 

initial guess. We conclude that NM method gives optimum 

solution but its convergence is very far. While Hooks and 

Jevees gives optimum solution in less no. of iterations other 

two methods.   
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