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ABSTRACT: Modulation classification plays a key role in demodulation of the received signal for 

extracting the required information. Modulation classification is a difficult task when there is no 

information about the received signal (Blind Classification) and especially in presence of multipath fading 

and white guassian noise. Emerging applications of automatic modulation classification (AMC) in military, 

civil and cognitive radio (CR) applications leads to the development of various AMC algorithms. The 

Automatic modulation classification can be achieved by two major approaches, Likelihood based and 

features based pattern classification approach. In this paper first we have analyze and discourse the merits 

and demerits of both categories, then we have proposed an algorithm based on spectral features of the 

modulated signal. The proposed classifier is Multilayer perceptron which is also referred as feed forward 

back propagation neural network. The channels considered throughout the simulations are additive white 

guassian noise (AWGN) channel, Rayleigh flat fading and Rician flat fading channel. The considered 

modulation formats are PAM 2 to 64, PSK 2 to 64, FSK 2 to 64 and QAM 2 to 64. The proposed algorithm 

will recognize the considered modulation formats with 100% success at 0dB SNR. Tables in the form of 

confusion matrix and graphs shows correct classification rate for considered modulation formats. 
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1. INTRODUCTION 
A signal is modulated by varying on or more of its properties 

(amplitude, frequency, phase) so that it can be physically 

transmitted. For successful demodulation at the receiver end the 

imposed modulation scheme must be known. Automatic 

modulation classification sometimes also known as blind 

identification is a process of determining the modulation scheme 

of the received signal with prior no information and many 

unknown parameters (signal power, timing, phase offset) of the 

signal [1-2]. AMC is a difficult task and becomes more 

challenging in presence of channel noise and multipath fading. 

Due to its numerous civil and military applications e.g. spectrum 

surveillance and management, interference identification and 

military threat evaluation AMC is been the topic of interest for 

past three decades. Different AMC techniques and algorithms 

were developed and are still developing for different modulations 

[3].  The major techniques are being divided into two major 

categories. Likelihood based (LB) and Pattern or Feature based 

(FB) classification. LB classification uses the likelihood 

(probabilistic) behavior of the received signal [4-5]. First 

likelihood behavior of signal is calculated for all possible 

modulations then maximum likelihood ratio test against threshold 

is performed for decision making. LB classification technique 

provides optimal performance for less number of unknown 

parameters. With increase in number of unknown parameters the 

computational complexity also increases resulting in the 

impracticality of the classifier. The second category of AMC 

algorithms is Pattern or Feature based classification. Pattern 

classification can be performed using statistical, template 

matching or structural methods [6]. Most commonly used method 

is statistical, in which first unknown parameters are extracted to 

identify the characteristics (frequency, amplitude, phase and 

standard deviations) of the signal. After extracting the right set of 

features they are fed into artificial neural networks (ANN) for 

classification and the order of modulation [7].   

ANN is computing system with a large number of processors 

based on central neural system of a human. ANN has three 

layers, input layer, hidden layer and output layer [8]. Each layer 

has its own functionality. Also it has the ability to learn a 

behavior and self-organization. An important application of 

ANN is pattern classification. Back Propagation Algorithm 

(BPA) is normally used in training of a neural network for 

classification task (MC). BPA is used in the hidden layer and the 

main goal of using BPA is to train a neural network in such a 

way so that it can easily map a set of different inputs to the 

required output. When the ANN is able to recognize all the 

outputs and its associated inputs the training is stopped [9]. 

Although FB classification provides near optimal performance, 

simplicity and ease of implementation are its plus points over 

LB classification. A comprehensive analysis of existing AMC 

techniques shows that either they are less successful at low SNR 

and multipath fading or they have certain limitations. Also in 

many experimentations noise and channel models were not 

considered [10]. Same work using feature based approach in 

past for classification of (ASK2, ASK4, PSK2, PSK4, FSK2, 

FSK4) with a success rate of 90% at SNR 10 dB [7].  In [11] 

author utilizes higher order cummulants for classification of 

PAM, QAM, and PSK of order 2 to 64 on AWGN channel and 

linear discriminant analysis (LDA) for classification of most 

fundamental modulation formats [12]. 

In this paper, classification of modulation techniques (FSK 

2to64, PSK 2to64, PAM 2to64 and QAM 2to64) under the 

effect of AWGN channel, Rayleigh Flat Fading channel and 

Rician Flat Fading channel is performed. Features used in this 

paper are Standard deviation of absolute value of the centered 

non-linear components of instantaneous phase ( ), Standard 
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deviation of direct value of the centered non-linear components of 

instantaneous phase ( , Standard deviation of absolute value 

of the normalized centered instantaneous amplitude ( , 

Standard deviation of absolute value of the normalized centered 

instantaneous frequency ( , Standard deviation of direct value 

of the normalized centered instantaneous frequency ( , 

Maximum value of the power spectral density of the normalized 

centered instantaneous amplitude ( . ANN was used as 

decision classifier and feed forward back propagation algorithm 

was used in training of the neural network. The theoretical values 

are also shown for all considered modulation under the effect of 

considered channel model. The testing of algorithm shows 100% 

success rate at low SNR’s, and the simulation results in form of 

confusion matrix are also shown.  

Rest of the paper is organized as follows: Section II presents the 

system model for classification of modulation techniques. Section 

III presents  proposed  features ( ) 

which are extracted from received signal under the effect of noise 

(AWGN) and considered channel model (Rayleigh Flat Fading, 

Rician Flat Fading). The theoretical values of features for 

considered modulations are also shown. In section IV algorithm 

for classification of modulation formats is presented. Section V 

discusses the simulation results and section VI concludes the 

paper. 

2.   SYSTEM MODEL 

The system model indicates three step process of automatic 

modulation classification using artificial neural network. First 
the received signal is preprocessed, converting it into required 
form which may include noise reduction, equalization etc. 
Preprocessing of signal enhance the overall performance of 
pattern classification system. After preprocessing of received 
signal a set of different features are extracted from the 

received signal which may be corrupted by channel noise or 
may be undergone some channel effects. After extraction of 
features, they are fed into decision classifier in which 
adjustment of classifier is done in training phase and in the 
testing phase, performance measurement to decide about the 
modulation type of signal. 

There are four basic types of modulation schemes; FSK, PSK, 
PAM and QAM. Suppose we have a baseband (message) 
signal   and a carrier signal      

                                  (1)  
where  is the carrier amplitude and  is the carrier 
frequency and  is carrier phase angle. The baseband and 

carrier signal are combined at the transmitter by modulator 
and then it is transmitted. The transmitted signal is    

  where  is the baseband signal is 
and  is the carrier signal. Modulated signal for 
frequency shift keying (FSK) is      

                                (2) 

Modulated signal for phase shift keying (PSK) is defined by      
                                           (3)  
where i = 1, 2, 3...M. In pulse amplitude modulation (PAM), 
the samples of the baseband signal vary with the amplitude of 
the carrier in proportion to the sampled values of baseband 
signal.  

          (4) 
Where m[n] are the pulse amplitude, T is the repetition of 
pulse interval and 1/T is the symbol rate. Quadrature 
amplitude modulation (QAM) requires both changing of 

amplitude and phase of carrier signal and QAM can be 
achieved by mixing two sine waves that are 90 degree out of 
phase with each other. By varying only the amplitude of any 

signal will vary the phase and amplitude of the mixed signal. 
Let and  be the two signals such that 

 and     Modulated 
signal for QAM is  

      (5) 
The generalized expression for signal received is given by 

             (6) 
 where  is complex baseband envelop of received signal, 

 is the additive white gaussian noise and  is given 
by 

      (7) 
where  

   = input symbol sequence which is drawn from set of 
M   
            constellations of known symbols and it is not          
            necessary that symbols are equi-probable  
K       = amplitude of signal 

= frequency offset constant 

T       = symbol spacing 
      = the phase jitter which varies from symbol to symbol 

 = channel effects  
      = the timing jitter 

3. SPECTRAL FEATURES 
Feature based classification provides better performance 
over likelihood based for large number of unknown 
parameters. Many features are under research for this 

purpose such as power spectral density PSD, SNR, entropy, 
instantaneous (amplitude, frequency and phase) and 
statistical measures. At present more than nine different 
features can be used to recognize different modulations. A 
common method is to use information contain in 
instantaneous (amplitude, frequency and phase) of the 

modulated signal. In this paper we will use standard 
deviation of normalized signal frequency, phase and 
amplitude derived from instantaneous amplitude, phase and 
frequency of the considered (FSK, PSK, PAM, QAM) 
modulated signals because of the fact that information 
contents is hidden in signal instantaneous amplitude, phase 

and frequency [13-14]. 
σap :  Standard deviation of absolute value of the centered 
non-linear components of instantaneous phase      
  

          (8) 

where Ns are number of samples in   at instant   
 Nonlinear component of centered instantaneous phase  

and  
discriminates ASK2, ASK4, PSK2 from PSK4, as 

ASK2, ASK4 and PSK2 has no absolute phase information, 
but PSK4 has both absolute and direct phase information. So 
this feature is used to discriminate between different 
modulation formats on the basis of information in absolute 

phase.  
σdp: Standard deviation of direct value of the centered non-
linear components of instantaneous phase 
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             (9 )  

discriminate (ASK2, ASK4) from PSK2 on the basis of 
information in direct phase. (ASK2, ASK4) has no direct 
phase information where PSK2 has information in direct 

phase. So this feature is used to discriminate modulation 
format that have information in direct phase from that which  
has not direct phase information. 
σaa: Standard deviation of absolute value of the normalized 
centered instantaneous amplitude 

(10) 

 is normalized centered instantaneous amplitude at time 

instant  ,   and  ,  
is average value of instantaneous amplitude over one frame. 

.  This feature is used to distinguish 
between ASK2 and ASK4. ASK2 has no absolute amplitude 
information where ASK4 has information present in absolute 
amplitude.  

σfa :  Standard deviation of absolute value of the normalized 
centered instantaneous frequency 

            (11) 

Normalized centered instantaneous frequency    , 
 is the symbol rate,   and   

where  is symbol rate.  σfa discriminate between FSK2 and 
FSK4. FSK2 has no absolute frequency information where 

FSK4 has both absolute and direct frequency information. 
σfn: Standard deviation of direct value of the normalized 
centered instantaneous frequency 

             (62) 

γmax: Maximum value of the power spectral density of the 

normalized centered instantaneous amplitude 

            (13) 

DFT is the Discrete Fourier transform of the modulated 
signal,  uses information of signal’s envelope and 
differentiate modulation format that has amplitude 
information from that which has no amplitude 
information(PSD=0).  It is used to discriminate FSK2, FSK4 
from ASK2, ASK4, PSK2 and PSK4. 

Let a signal with sampling rate =4000 is generated and 
digitally modulated using equation (2). After modulation, 
Hilbert transform was used for calculating Amplitude, 
frequency and Phase of that FSK modulated signal. Then 
these three parameters (Amplitude, Phase and Frequency) 
used for extraction of the features ( ) 

from the 

 
FSK modulated signal before transmission on the channel. 
64. Table 1 shows the theoretical values of considered 

features for FSK, PSK, PAM and QAM for order 2 to 64.  

Table 1: Real theoretical values of considered features 

for FSK, PSK, PAM and QAM (2-64) 

Table 2,3,4 shows the spectral features for the considered 
modulation formats on AWGN channel model, Rayleigh flat 
fading channel model and Rician flat fading channel model.  
 
4. PROPOSED CLASSIFIER STRUCTURE 
The proposed algorithm for classification of several 

modulation formats are developed using artificial neural 
network (ANN). The ANN architecture which is used for the 
classification purpose is a feed-forward back propagation 
network (FFBPN). The training of algorithm is done using 
supervised learning. The proposed classifier architecture for 
classification of considered modulation formats are shown 

in Fig. 2. 
 
 
 

Received Signal 

Signal     

Preprocessing 

 

Feature 

extraction 

 Training Phase          Test Phase  
Modulation 

Format 

Fig.  1.    System Model for Automatic Modulation Classification 

Fig. 1: System Model for Automatic Modulation Classification 

Fig. 1: System Model for Automatic Modulation Classification 
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Table 2: Spectral features for FSK, PAM, PAM and 

QAM (2-64) on AWGN channel 

 
 

Fig. 2.  Proposed Architecture for classification of 

modulation format 

The input data sets are the key features which are extracted 
from the received signal. The FFBPN have three layers; one 

is input layer, one is hidden layer one is output layer. At input 
layer neurons are only used for distribution of extracted 
features to the hidden layer neurons which are used for the 
computations. The difference between input layer neurons 
and hidden layer neurons is that hidden layer neurons perform 
computations while input layer don’t. The output of the 

hidden layer is input to the output layer. Six neurons are used 
in input layer as analogous to the number of features extracted 

from the received signal. Hidden layer carries ten neurons, 
while six neurons in output layer corresponding to the 
number of outputs/ modulation formats. Table 5 shows the 

proposed classifier specifications [15].   

Table 3: Spectral features for FSK, PAM, PAM and 

QAM (2-64) on Rayleigh flat fading channel 

 

Training of Algorithm: The input data set and target data set 

are used to train the proposed classifier until it classifies the 

modulation formats. The difference between the output value 

and target value is known as error value, which is back 

propagated to hidden layer. The feed forward back 

propagation algorithm is used which involves forward and 

backward path. In forward path, weights are initialized for 

training the feed forward network, while in this path weights 

values are fixed. The error signal is given by 

                                                          (14) 

Where t  is the target response of jth input and y is the output 

of the network. In second path weights are updated using feed 

forward back propagation algorithm. The weights are 

adjusted till then the error signal is minimize in a statistical 

sense using mean square error criterion. 

               (15) 

The training of proposed classifier for the purpose of 

classification is as follows:  

Step1.  The input and target vectors are concatenated to             

represent the Data Matrix. 

Step 2.   Generated Data are normalized and randomly sorted. 

Step 3. The normalized data are partitioned in to training, 

validation and testing data. The 60% of normalized 
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data are used for the training the neural network. In 

the training phase the weights are updated until error 

is minimized. 20% of normalized data are used to 

validation. In validation, network is able to stop 

training, before the network over fitted.  While for 

testing the network, 25% of the normalized data are 

used. 

Step 4.  Feed forward back propagation neural network 

(FFBPN) is created. The activation function used are 

tang-sigmoid (tanh) and (logistic) log-sigmoid. 

 

Table 4:  Spectral features for FSK, PAM, PAM and 

QAM (2-64) on Rician flat fading channel 

 

4.2 Testing of Algorithm: The 20% of the normalized data are 

used to test the network. The performance of classifier is tested 

for different values of SNR. The net lab is used for simulation 

of multilayer perceptron based FFBPN.  

 

 

 

 

Table 5:  Specifications for the proposed classifier   

 

5. SIMULATION RESULTS  
The performance of proposed algorithm is evaluated in this 

section. The problem of classification of modulation formats 

considered in this research are divided in four scenarios; 

{FSK 2 to 64}, {PSK 2 to 64}, {PAM 2 to 64} and {QAM 2 

to 64}. The six key features extracted from the received 

signal which is corrupted by AWGN and undergone through 

fading effects (Rayleigh flat & Rician flat). The classifier is 

used are multilayer perceptron which is also referred as 

FFBPN. The classifier have 6 inputs corresponds to number 

of feature set and six outputs corresponds to the considered 

scenario of modulation formats. The feature vectors and 

target vectors are concatenated to form the data set. The data 

set is divided in to three portions; 60% used for training while 

rest 40% are used for validation and testing the proposed 

algorithm. The performance of proposed are evaluated under 

the effects of different channel models at SNR of 0dB. The 

simulation results in the form of confusion matrix show the 

performance of classification is approximately 100 at SNR of 

0dB.  

The Fig. 3 shows the output result of feed forward back 

propagation network in case of PSK 2 to 64 modulation 

format in the presence of AWGN channel model at SNR of 

0dB. The subplot shows the FFBPN output pattern, second 

subplot shows the test output and third one is the error 

pattern. The training data set is totally different with the test 

data set and the probability of failure is approximately zero as 

shown in Fig.. The Fig. also shows that classifier perfectly 

classifies the considered scenario of modulation format.  

Table 6, shows the percentage of correct classification in case 

of {FSK 2 to 64},{PSK 2to 64},{PAM 2 to 64} and {QAM 2 

to 64} under the effect of additive white guassian noise at 

fixed SNR of 0dB. The performance of classifier in the form 

of confusion matrix shows the approximately 100% 

classification. The overall performance of classifier is 

99.62% in case of FSK, 99.55% in case of PSK, 99.56% in 

case of PAM and 99.34% in case of QAM. 
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Table 6: Percentage of correct classification on AWGN 

channel  

 

 

 

 

Table 7: Percentage of correct classification on Rician 

flat fading channel plus AWGN 

 

 
 

 

Fig.  3.   The FFBPN result for the proposed classifier on AWGN at SNR of 0dB 

Fig. 1: System Model for Automatic Modulation Classification 

Fig. 1: System Model for Automatic Modulation Classification 
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Table 7, shows the percentage of correct classification in case 

of {FSK 2 to 64},{PSK 2to 64},{PAM 2 to 64} and {QAM 2 

to 64} under the effect of Rician flat fading channel plus 

additive white guassian noise at fixed SNR of 0dB. The 

performance of classifier in the form of confusion matrix 

shows the approximately 98% classification. The overall 

performance of classifier is 98.07% in case of FSK, 98.15% in 

case of PSK, 97.98% in case of PAM and 98.34% in case of 

QAM.  Table 8, shows the percentage of correct classification 

under the effect of Rayleigh flat fading channel plus additive 

white guassian noise at fixed SNR of 0dB. The performance of 

classifier in the form of confusion matrix shows the 

approximately 97% classification. The overall performance of 

classifier is 96.99% in case of FSK, 97.13% in case of PSK, 

96.84% in case of PAM and 97.35% in case of QAM. 

Table 8: Percentage of correct classification on Rayleigh 

flat fading channel plus AWGN 

6. CONCLUSION  
The classification of digital modulation formats on fading 

channels is evaluated. The modulation formats considered for 

the purpose of classification are divided in four scenarios; 

{FSK 2 to 64}, {PSK 2 to 64}, {PAM 2 to 64} and {QAM 2 to 

64}. The features extracted from the received signal are known 

as spectral features. The spectral features are used as an input 

to the classifier. The received signals are undergone additive 

white guassian noise plus Rayleigh flat fading and Rician flat 

fading channel. The proposed classifier is feed forward back 

propagation neural network, where the input is key features 

and outputs are classified modulation formats. The real 

theoretical values of spectral features are also calculated. The 

performance of proposed classifier is approximately 99.99 % 

on AWGN channel, 98% on Rician flat fading channel and 

97% on Rayleigh flat fading Channel. The simulation results 

are also shows that the probability of failure is approximately 

zero using feed forward back propagation networks.  
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